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Exploring Character Shapes for Unsupervised
Reconstruction of Strip-Shredded

Text Documents
Thiago M. Paixão , Maria C. S. Boeres, Cinthia O. A. Freitas, and Thiago Oliveira-Santos

Abstract— Digital reconstruction of mechanically shredded
documents has received increasing attention in the last years
mainly for historical and forensics needs. Computational methods
to solve this problem are highly desirable in order to mitigate
the time-consuming human effort and to preserve document
integrity. The reconstruction of strips-shredded documents is
accomplished by horizontally splicing pieces so that the arising
sequence (solution) is as similar as the original document. In this
context, a central issue is the quantification of the fitting between
the pieces (strips), which generally involves stating a function
that associates a pair of strips to a real value indicating the
fitting quality. This problem is also more challenging for text
documents, such as business letters or legal documents, since
they depict poor color information. The system proposed here
addresses this issue by exploring character shapes as visual
features for compatibility computation. Experiments conducted
with real mechanically shredded documents showed that our
approach outperformed in accuracy other popular techniques in
the literature considering documents with (almost) only textual
content.

Index Terms— Document reconstruction, shape-matching,
compatibility function, Optical character recognition (OCR),
modified Haussdorf distance (MHD).

I. INTRODUCTION

EVERY day, a huge amount of paper documents is
destroyed manually or mechanically by paper shredder

machines. Intentional shredding is highly used by companies
to protect data privacy, but is also frequently associated with
the illicit practice of destroying criminal evidence. To recover
the lost content, forensic examiners typically try to reassem-
bly the original document by manually arranging the paper
fragments just as in a jigsaw puzzle [1]. It means those
shapes, colors, content type (images, text, table, graphics,
numbers, letters, and others) are used by the experts in a pre-
classification stage. An important and basic clue in the manual
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process is first to start the reconstruction with fragments
belonging to the boundaries of the document.

The manual process, besides being slow, can also be destruc-
tive since the fragments handling can cause more material
damage (alteration of the physical and chemical properties
of the documents) or the loss of information (fingerprints
contained on the documents). In general, the slow progress
in the reconstruction is related to the following factors: i) the
complexity of the document(s) to be reconstructed; ii) the
mutilation process suffered by the document; iii) the quantity
and shape of fragments. All these factors influence the time of
reconstruction, even when performed (or aided) by expert com-
puter systems. The quantity and shape of the fragments, how-
ever, are derived from the use of hands, scissors or shredding
machines, resulting in nearly regular fragments (shredding
machines) or irregular (tearing). The quantity also depends
on the type of shredding machine or the number of times the
person has torn the document. Therefore, the identification
and cataloging of adjacent fragments, whether by manual
reconstruction or by computer, is the greatest challenge to
reassemble a damaged document.

Computational reconstruction has emerged in the past
decade mainly motivated by historical and forensics needs [2],
[3]. The laborious manual effort is alleviated by algorithms
capable of assessing the fitting (compatibility) of the fragments
and grouping them together optimizing the overall compati-
bility. Therefore, fragments are manipulated only during the
preliminary acquisition procedure, and the human partici-
pation is restricted to specific interventions (semi-automatic
reconstruction [3]–[5]), or even not required at all (automatic
reconstruction).

This paper addresses the automatic reconstruction of text
documents fragmented by modern strip-cut (i.e., only ver-
tical) paper shredders. Unlike manual tearing or shredding
with old machines [3], [6], modern shredders produce frag-
ments with more regular shape (also called strips or shreds),
and therefore reconstruction is guided basically by appear-
ance clues. This is particularly challenging for text doc-
uments since they usually depict low color information
(i.e., black-and-white appearance). Besides, the appearance
of the strips boundaries is partially lost due to mechanical
shredding [7], [8].

Several aspects of the reconstruction problem have
been addressed for generic content documents: user
interaction [3]–[5]; preprocessing by strips separation [9],
skew correction [7], [10], and orientation handling [10],
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[11]; cross-cut shredding (i.e., horizontal and vertical cuts)
[12]–[14]. Still, little effective progress has been verified
for the challenging domain of text documents. Indeed, most
of the approaches for strips compatibility evaluation relies
solely on color (dis)similarities computation over boundary
pixels, which implies in disregarding the damage caused by
mechanical cut.

To overcome such limitations, we propose, as our main
contribution, a compatibility function to quantify the fitting
of the strips based on the character shapes, which are more
robust and discriminative than pixel color for text documents.
It assumes that the strips themselves carry on a collection of
reference shapes (non-shredded characters in the inner part)
which enables to fit strips side-by-side. To assess the proposed
function, we integrated it to the Concorde TSP (Traveling
Salesman Problem) solver [15] to obtain a complete recon-
struction system. In addition, we explore the non-deterministic
nature of our system (better discussed in Section III) to
produce a pool of potentially distinct reconstructions, and then
pick the most readable one with help of the Tesseract OCR
(Optical Character Recognition) software.

Computational experiments were performed with
artificially- (i.e., simulated) and mechanically-shredded
documents to assess the accuracy of the proposed system
against popular alternatives in literature. As our main
interest is in the challenging compatibility computation,
the scope of this investigation was limited to strip-cut
documents, since cross-cut shredding requires a stronger
focus on the optimization process. Additionally, we assume:
i) correctly-oriented strips; ii) single-sided strips; iii) single-
page documents. Results showed the proposed approach
outperforms the state-of-the-art methods for mechanically-
shredded documents (i.e., the real-world scenario) with textual
content only.

Briefly, the main contributions of this article are:
• A novel unsupervised method for reconstruction of shred-

ded documents that sets a new standard for state-of-the-
art;

• A thorough performance comparison of compatibility
functions, as well as of full reconstruction systems avail-
able in literature;

• A new dataset of real-shredded (i.e., mechanically) doc-
uments available to the scientific community.

The remainder of the text is organized as follows. The next
section presents the related work. Section III describes the pro-
posed reconstruction system. The experimental methodology
and the obtained results are, respectively, in Sections IV and V.
Finally, conclusions and future works are drawn in Section VI.

II. RELATED WORK

Ukovich et al. [2] claim to be the first to attempt to
digitally reconstruct shredded documents. Their work, pub-
lished in 2004, aimed roughly at separating strips belonging
to the same document based on MPEG-7 features. Several
aspects of the problem have been addressed since then,
mainly dealing with image processing techniques for feature
extraction, metrics for compatibilities computation, and opti-
mization algorithms to properly arrange the strips. This review

focuses on the different approaches to compute the compati-
bility between strips, including related topics such as image
representation and feature space.

Broadly, the reconstruction approaches can be classified as
general-purpose or task-oriented, meaning they were intended
for the specific domain of text documents. The first group
typically computes traditional (dis)similarity measurements
over boundary pixels of every two strips. De Smet et al. [16]
describe a full reconstruction system in which compatibil-
ities result from Euclidean distance over square blocks of
RGB pixels. However, no quantitative experimental results
are provided to validate their proposal. On the other hand,
Skeoch [7] provides quantitative and qualitative results for
a local dataset (15 documents) using several metrics (e.g.,
Euclidean, Manhattan, Cosine, Canberra) and the very edge
pixels in both RGB and HSV color models. No significant dif-
ference in performance was verified for the many metric/model
combinations. On the contrary, Marques and Freitas [8] con-
cluded that Euclidean distance performs better than RGB
for colorful documents in their own dataset (60 documents).
Both [7] and [8] mention that the poorest results were obtained
for text-only documents in contrast to very colorful instances
(e.g., folders and magazines). Based on the observation that
color is not significant for text documents, Euclidean distance
came to be associated to gray-level edge pixels, as can be seen
in [17]–[19].

In a more recent work, Andaló et al. [20] address document
reconstruction as an additional application of their general
square jigsaw puzzle. They adapted the metric proposed
in [21], which uses the (L p)

q norm over pixel differences
to quantify similarity. As features, they use the left/right
boundary of a candidate tile (i.e., a strip, in the case of
documents) and the content predicted using the last/first two
pixels in a row of the reference tile. Prediction is based on
the approximated first-order Taylor’s expansion around the
boundary zone. Promising results were obtained for artificial
shredding using the YIQ color space, however no experiments
with real-shredded data was conducted.

Unlike the aforementioned approaches, task-oriented meth-
ods explore particular features of text documents (i.e.,
almost black-and-white/binary appearance, text layout, sym-
bol fitting) to design customized compatibility functions.
Balme [22], whose method is employed in several works
[11], [14], [23]–[28], uses the absolute-value norm over
weighted black-and-white pixel differences around a reference
pixel. The neighborhood (two up and two down) accounts
for slight vertical displacement of text lines of paired shreds.
Morandell [29] deals with this issue by calculating compatibil-
ities based on the offset of black (text line) pixels. While these
two approaches use only the boundary content, Ranca [10]
leverages the inner pixels the document to be reconstructed
itself to build a probabilistic model of the border pixels. Given
a square neighbor around a reference pixel, the model predicts
the corresponding boundary pixel of the adjacent shred. Only
simulated shredding with and without artificial global noise
was considered in experiments.

Gong et al. [27] observed the discriminative power of the
Balme’s function [22] is diluted due to ambiguities caused by
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background-background (white-to-white) accumulated com-
parison. Therefore, they additionally quantify the coherence of
empty (background) rows of pixels, which implicitly penalizes
vertical misalignment of text lines. Alternatively, text lines
can be explicitly detected for further quantification of vertical
displacement [13], [30]. Although this is less sensitive to the
damage on strips boundaries, well-structured text documents
still cause ambiguities in the strips compatibility verifica-
tion. Pöhler et al. [5] encode the boundary region of the
strips at text- and paragraph-level using HSV color-based
features. They concluded, however, their method demands
supplementary semantic information (e.g., word-level analysis)
to perform accurately without human intervention (i.e., fully
automatically).

Reconstruction can also benefit from characters clues for
pairing shreds. Perl et al. [31] investigated OCR features for
supervised recognition and matching of characters. Instead of
performing recognition, Phienthrakul et al. [32] explore the
linear trend of the character strokes at the sectioned edges to
predict the content of adjacent strips. In a similar approach,
Guo et al. [33] quantify strokes discontinuities based on image
gradient. The main limitation in [32] and [33] is that the
linearity assumption does not hold for real-shredded instances
since part of the character can be lost, or its two parts (in dif-
ferent strips) can be vertically misaligned. Language-restricted
methods (e.g., Chinese documents reconstruction [34], [35])
can also take advantage of from meaningful character struc-
tural features of a particular alphabet. Xing et al. [34] use
only the horizontal strokes of Chinese characters for fitting
purposes. Xing and Zhang [35] propose a probabilistic model
for combinations of character fragments. The model is built in
a self-supervised approach by collecting statistics of character
structural properties from adjacent strips of a training set of
documents.

In summary, it has been noticed a growing interest in the
document reconstruction topic over the last years. Nonetheless,
mainly from a computer vision perspective, the compatibility
assessment between strips is still an open issue for text
documents. In this context, boundary pixels alone are not
enough to achieve good reconstructions, and this fact can
not be verified with experimentation restricted to artificially-
shredded data, as occurs in [11], [13], [20], [27]–[29], [32],
and [33]. The proposed character shape-based approach,
described in the next section, was designed considering a
more realistic scenario where strips edges may be significantly
corrupted.

III. PROPOSED SYSTEM

The proposed reconstruction system (Figure 1) takes as
input a set document strips (digital images), and outputs,
as final solution, the reconstruction of the strip-cut document
(i.e., strips permutation). The full system is divided into four
main stages and its basic workflow is as follows.

Initially, text regions are coarsely extracted from each strip,
and characters in each region are segmented and partitioned
into inner and edge characters. These sets are kept for fur-
ther processing, however strips without inner characters are

Fig. 1. Overview of the proposed reconstruction system for strip-cut
documents. Firstly, text regions are roughly extracted from the individual input
strips. Thereafter, the system segments (and separates) the inner and edge
characters inside each text region. These characters feed the reconstruction
algorithm, which produces a pool of nsol candidate reconstructions. Finally,
the OCR-aided filter elects the most readable reconstruction in the pool.

assumed as blank, and they are disregarded in the final recon-
structed document. At this point, it is important to mention
that the reconstruction takes place by verifying the fitting of
edge characters between every pair of strips. For this purpose,
a subset of inner characters (representative characters) is used
as reference for shape matching. In a broader view, the recon-
struction stage uses the characters information to produce a
pool of nsol candidate solutions, one for each run of the non-
deterministic character shape-based algorithm (discussed later
in Section III-C). In the last stage, the OCR-aided filter selects
the most readable solution from the pool potential candidates,
i.e., the solution with the maximum number of recognizable
words by a third-party OCR software. These stages are detailed
in the following sections.

A. Text Extraction

Documents with textual content may also contain figures,
tables and other visual elements that can hamper the character
segmentation accuracy. To avoid this, strips are preprocessed
in order to differentiate text regions from graphic components.
The full procedure, described in the ensuing paragraphs,
assumes a set of constraints (empirically adapted from [36])
on text properties defined over document scanning resolu-
tion in pixels/mm (R): Ht min = 1.8R, Ht max = 5.5R,
and Dcmax = 1.2R, where Pmin /Pmax denotes the mini-
mum/maximum allowable value for a property P; Ht and Dc

denote, respectively, the properties text line height and same-
line characters distance. Small variations on these parameters
do not have significant influence on the system final accuracy,
as assessed in the experimental results (Section V).

To extract text, each strip image is firstly globally thresh-
olded by applying Otsu’s algorithm [37] to separate potential
text regions (objects) from background. Text lines structure
arises by merging close objects in the horizontal direction,
so that characters belonging to the same line can be grouped
together. This is achieved by carrying out the morphological
dilation on the thresholded image using a dx×dy 8-connected
structuring element, where dx is set to 2Dcmax , and dy is set
to dx/4. The structuring element shape reflects the aspect ratio
of a text line and the direction of splicing.

In this stage, small artifacts (including noise) and remaining
graphical objects included among the text region candidates
may be observed. To keep only text, a filtering scheme
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Fig. 2. Overview of the character segmentation procedure. Red boxes delimit
inner characters, while blue and green boxes delimit, respectively, the left and
right edge characters.

Fig. 3. Edge characters segmentation considering d-thick boundary zones.
(a) Left edge character is the union of components 1 and 2, as the right
comprises only the component 3; (b) The text patch does not span the entire
text line.

is applied over the connected components based on their
bounding boxes dimensions, as well as on the previously
defined constraints. Let B = (xB, yB, wB , h B) be one of these
bounding boxes located at (xB, yB), with dimensions wB×h B .
Two situations are considered here:

1) h B < Ht min : in this case, the connected component
associated with B is simply removed from the candidates.

2) h B > Ht max : for this situation, not only the component
B is removed, but also the components which intersect
the space vertically delimited by yB and yB + h B − 1.

B. Character Segmentation

In this stage, the characters contained in the rectangular
patches are segmented, as depicted in Figure 2. First, an initial
segmentation is performed to establish the bounding boxes
of both: the left edge (in blue) and right edge (in green)
characters in a patch. Subsequently, the system segments the
inner characters (in red), i.e., those which are horizontally
enclosed in the area between the edge boxes. Outliers patterns
of these inner characters are removed in the last stage. The
following subsections describe these steps in greater details.

1) Edge Characters Segmentation: An edge character
encompasses one or more connected components which are
close to some extremity of its respective strip, as seen in
Figure 3a. Closeness is determined with respect to a boundary
zone that extends d pixels from the left/right border inside the
strip. Then, the union of components that intersect the left/right
boundary zone is taken as a single edge character. Note in this
illustration that the depicted text patch occupies a full text line,
and the left edge character comprises the components 1 and 2,
while the right includes only the component 3. The
d displacement value was empirically adjusted to 0.5R,
where R is the document scanning resolution introduced in
Section III-A).

As depicted in Figure 3, edge characters are potentially
cut, although they also may be entirely preserved (complete
character), which happens when the cut goes along the inter-
character space. In addition to this observation, it is worth to
mention that text patches not always match the full text line

area. In this case, the rightmost character in a patch may not
be an edge character, as illustrated in Figure 3b.

2) Inner Characters Segmentation: Inner characters may be
composed of two or more connected components, depending
on the quantity of noise in the scanned document, as well
as on the presence of punctuation and accent symbols. Seg-
menting these characters is accomplished by simply grouping
components, and a post-processing filtering step.

In the grouping stage, such components are partitioned so
that each subset C is a maximal set satisfying the following
property: ∀c ∈ C, ∃c′ ∈ C, c intersects vertically c′. Filtering
consists in keeping, for each subset, only that component with
the largest bounding box. Thus, what we call inner character
is, in fact, the main shape compounding the character.

3) Removal of Inner Characters Outliers: As discussed
so far, the proposed system takes advantage of little prior
information to extract text and segment characters from strips.
A few conservative set of constraints was established in order
to enable the reconstruction of documents in a variety of font
sizes. As a consequence, outlier patterns caused by broken
and merged characters may be misassigned as inner characters
after segmentation even with filtering scheme.

We observed large outliers are less frequent given their
inherent dimensions, and thus can be naturally disregarded
with the extraction of the representative inner characters (fur-
ther discussed in Section III-C.1). Hence, this stage addresses
only the removal of small outliers (with respect to their height
and bounding-box area) in order to achieve a more reliable
dataset. This is achieved in the following manner:

1) Compute, for all inner characters, the medians of the
bounding box height and area medians, Hmed and Amed ,
respectively;

2) Exclude inner characters whose bounding box height is
less than 0.4Hmed , or bounding box area is less than
0.6Amed .

It is interesting to observe that this operation not only removes
unlikely symbols, but also recognizable characters whose
dimensions differ strongly from the main text content, which
are unhelpful to determine the fitting between strips.

C. Character Shape-Based Reconstruction Algorithm

The reconstruction algorithm is the core of the proposed
system. It is designed to provide a solution given i) the full
set of inner characters, and ii) all the strips with some text
content, as well as their respective edge characters. Figure 4
provides an overview of a single run of the algorithm, which
is briefly described in the next paragraph.

Firstly, similar-shape inner characters are clustered together
so that only a single representative character per cluster is
kept for further computations. The full set of representative
characters constitutes all the system knowledge about character
shapes, and is used to evaluate the pairwise compatibilities.
These values are computed by joining strips horizontally and
evaluating how the emerging character patterns fit each other.
Such patterns arise near to the touching edge, where the
rightmost characters of the left strip merge to the leftmost
characters of the right strip. The resulting compatibility values
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Fig. 4. A single run of the algorithm produces a candidate solution
based on the previously segmented inner and edge characters. Firstly, a set
of representative is extracted from the inner characters as a byproduct of
the clustering algorithm. Next, the pairwise compatibilities are computed
by verifying the adequacy between the emerging character patterns (when
two strips are spliced together) and the representative characters. A solving
procedure is conducted in the end to produce a candidate solution.

are arranged in a square asymmetric matrix, which is the input
for the solving stage. Our approach yields the optimal (maxi-
mum compatibility) solution for an instance by reformulating
the original reconstruction problem as a Traveling Salesman
Problem (TSP) and then taking advantage of Concorde [15]
TSP solver. Optimality is achieved when Concorde is used in
conjunction with the QSopt linear programming solver [38].
The steps of the reconstruction algorithm are described more
detailed in the next subsections.

1) Clustering: The inner characters are clustered by apply-
ing an efficient k-medoids algorithm called CLARANS [39].
The algorithm operates over a pairwise dissimilarity matrix
resulting from applying the Modified Hausdorff Distance
(MHD) [40] metric on every two (inner) character shapes. For
more accurate calculation, the shapes are aligned with respect
to their centroids before the MHD computation, which, in turn,
takes into consideration only the shapes’ contours for speed-up
purposes [41].

The number of clusters (k in k-medoids) was set to 52 to
accommodate the 26 letters of Latin alphabet in both lower and
uppercase modes. The other parameters values, i.e., the num-
ber of local searches and the maximum number of neighbors,
were set as recommended by Ng and Han [39], which are,
respectively, 2 and 0.0125×nobjs(nobjs−k). The nobjs denotes
the number of objects (inner characters) to be clustered.

2) Compatibility Function: A central question in the recon-
struction problem is to determine whether two arbitrary dis-
tinct strips si and s j were neighbors in the original document.
Since this true-or-false question is hard to be algorithmically
answered, the most common approach consists in quantifying
the fitting of s j when placed right next to si . This is done
by defining a compatibility function γ : S2 → R, where
S = {s1, s2, . . . , sm} denotes from this point on the set of
the m non-blank strips remaining at this stage. The pairwise
compatibilities computed over S can be arranged in a m ×m
matrix C, where each entry corresponds to

Ci, j =
{

γ (si , s j ), if i �= j i, j = 1, 2, . . . , n

+∞, otherwise.
(1)

Typically, it is observed that, for i �= j , γ (si , s j ) �=
γ (s j , si ), which stresses the asymmetric aspect of the com-
patibility matrix. Throughout the rest of this section, γ (si , s j )
denotes the numerical value resulting from applying the

Algorithm 1 Classifying the Character Type: Empty (E),
Complete (C), or Fragmented (F)
1: procedure CHAR-TYPE(char )
2: if NULL(char) then
3: return “E” 	 Empty
4: else if MHD(char, rep) < τshape, for some representa-

tive character rep then
5: return “C” 	 Complete
6: else return “F” 	 Fragmented
7: end if
8: end procedure

compatibility function over the strips si and s j . The com-
patibility value for a pair of strips, as illustrated in Figure 4,
is derived from the characters associations (blue and red boxes)
emerging around the touching edge.

Since the compatibility function explores the character
shapes to score the associations, a shape matching criteria has
to be defined. In this work, two shapes A and B match iff
MHD(A, B) < τshape, where τshape is a threshold determined
experimentally, as discussed in Section IV-C. Scoring an
association depends essentially on classifying the type of
its elements (Algorithm 1), which can be an edge character
(fragmented or complete), or even the absence of information
(E). An edge character is considered complete (C) if it matches
a representative character, otherwise it is fragmented (F).
Based on this terminology, the associations can be divided
into five general types:

1) Fragment-Fragment (FF): both the characters are
fragmented.

2) Character-Character (CC): both the characters are com-
plete.

3) Empty-Fragment (EF): there is a single character and it
is fragmented.

4) Empty-Character (EC): there is a single character and it
is complete.

5) Fragment-Character (FC): one character is fragmented,
and the other is complete.

The terms EF, EC, and FC do not denote the elements order,
i.e., an association FC can stand for a fragment followed by a
complete character or vice versa. FF is further subdivided into
two categories: Matching Fragment-Fragment (FFm), where
two merged fragments matches a representative character, and
the complementary Non-matching Fragment-Fragment (FFn).

Table I summarizes all types of associations considered in
this work relating them to positive (+1), neutral (0), or neg-
ative (−p) scores. The positive score, assigned to FFm and
CC, contributes to the belief that the respective strips are
adjacent. Oppositely, the associations EF, FFn, and FC reflect
undesirable situations, and then a penalty score (with p = 0.2)
is assigned to them. EC is assumed to be neutral, i.e., zero
score. Some associations may be visually ambiguous, even for
human readers. For instance, two letters “v” (i.e.,“vv”) may
be interpreted as CC, or as FFm in view of the resemblance
to the “w” shape. To tackle this, we assume a priority for
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TABLE I

ASSOCIATION TYPES AND THEIR RESPECTIVE SCORES

Algorithm 2 Scoring an Association of Edge Characters
1: procedure SCORE(char1, char2)
2: type1← CHAR-TYPE(char1)
3: type2← CHAR-TYPE(char2)
4: if type1 = “E” then
5: 	EC or EF
6: if type2 = “C” then return 0 else return −p
7: else if type2 = “E” then
8: 	 EC or EF
9: if type1 = “C” then return 0 else return −p

10: else
11: charm ← MERGE(char1, char2)
12: if MHD(charm, rep) < τshape, for some representa-

tive character rep then
13: return 1 	 FFm
14: else if type1 = “C” and type2 = “C” then
15: return 1 	 CC
16: else 	 Remaining (FFn, FC)
17: return −p
18: end if
19: end if
20: end procedure

FFm for associations without empty characters, as detailed in
Algorithm 2.

The compatibility of a pair (si , s j ), i �= j , is then
the summation of the individual scores for each association
(chari , char j ). Let Ai, j be the set of associations for (si , s j ).
Then, based on the Algorithm 2, the compatibility is formally
defined as

γ (si , s j ) =
∑

(chari ,char j )∈Ai, j

SCORE(chari , char j ). (2)

3) Solving: The final stage aims to find an optimal strips
arrangement (permutation) according to the pairwise compati-
bility matrix C obtained in the previously step. As we leverage
a TSP-based solver, compatibilities should be first converted to
(non-negative) distances arranged in a matrix D. In this paper,
we adopt D = max(C−diag(C))−C, where max(M) denotes
a matrix with the same dimensions as M whose elements
are equal to the maximum value of M, and diag(·) denotes
the diagonal matrix of a matrix. Then, the aimed solution is

a permutation π = (π1, π2, . . . , πm) of {1, 2, . . . , m} which
minimizes the summed costs (i.e., distances) between adjacent
strips in the reconstruction induced by π , or more formally,

φ(π) = min
m−1∑
i=1

Dπi ,πi+1 . (3)

The matrix D can be viewed as a directed weighted graph
G = (V , A, w), where vertices in V are uniquely associated to
strips, and w(a), given an arc a = (vi , v j ) ∈ A, carries the Di, j

value as weight. A solution vπ1vπ2 . . . vπn for Minimum-Cost
Hamiltonian Path Problem (MCHPP) on G induces a permu-
tation π = (π1, π2, . . . , πn) which is the searched solution for
the reconstruction problem. This combinatorial formulation is
inspired in the work of Prandtstetter and Raidl [11] in which
the reconstruction problem is reformulated as a TSP. In our
work, MCHPP is not solved directly since the Concorde solves
the symmetric TSP. Our strategy is to reduce MCHPP to the
Asymmetric Traveling Salesman Problem (ATSP) by adding
a dummy vertex v ′ into the original graph, and also adding a
set of zero-weight arcs, A0, connecting v ′ to the previously
existing vertices. More formally, an ATSP instance G′ =
(V ′, A′, w′) arising from G = (V , A, w) is such that V ′ =
V ∪ {v ′}, A′ = A ∪ A0, where A0 = ⋃

v∈V {(v ′, v), (v, v ′)}),
and, for all a′ ∈ A′,

w′(a′) =
{

w(a′), if a′ /∈ A0

0, otherwise.

Let the cycle C = vπ1vπ2vπ3 . . . vπn be a solution for ATSP,
and assume vπ1 is the aforementioned dummy vertex. A solu-
tion for MCHPP is obtained by removing vπ1 and its incident
arcs, which results in the simple path vπ2vπ3 . . . vπn . ATSP is
indirectly solved by reformulating it as a TSP [42], and then
invoking Concorde.

D. OCR-Aided Filtering

The reconstruction stage returns nsol solutions by running
multiple times the non-deterministic algorithm described in
Section III-C. This strategy avoids placing trust in a single
solution, however it demands a selection criteria to point the
final solution. Our OCR-aided filter outputs the most readable
reconstruction as the final solution, i.e., that with the highest
number of recognized words (minimum of three characters)
according to an input dictionary. Such words are counted by
following three steps:

1) Text recognition: arrange the strip images side-by-side
given the order established in a solution (permutation),
and then run an OCR Engine (Tesseract [43]) on the
whole image;

2) Tokenization: remove any punctuation and tokens (i.e.,
sequences of less than three symbols separated by blank
spaces);

3) Word count: check how many tokens are found in the
dictionary.
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IV. EXPERIMENTAL METHODOLOGY

The experiments aim primarily to evaluate the proposed
system in terms of solutions accuracy, as well as to pro-
vide a comparative evaluation against relevant reconstruction
approaches in literature focusing on the effectiveness of com-
patibility functions. The influence of real-shredding against
the artificial process is also investigated in this work. The
following sections discuss the datasets used in the experiments,
the adopted accuracy metric, and, ultimately, the details of
the experimental procedure, including the hardware/software
specification.

A. Datasets

The two test datasets1 used in the experiments, referred as
D1 and D2, consist of digital strips obtained from a set of
reference documents following two distinct processes:

• Artificial (art): algorithmic process that virtually cuts the
digital document in 30 equal-width pieces.

• Mechanical (mec): real process which requires printing
out the reference documents, submitting the printed doc-
uments to a shredder machine, and finally scanning the
shreds at 300 dpi (≈11.81 pixels/mm).

The dataset D1 is composed of D1-mec, a set
of 60 mechanically-shredded text documents provided
by Marques and Freitas [8], and D1-art, the respective
artificially-cut documents. D1-mec was made available in
separated and scanned strips, while the D1-art was generated
by us based on the reference scanned documents also provided
with the strips dataset. The D1 documents were visually
classified in three categories for further analysis: 39 text-only
documents (TO), 9 documents with line-based graphics (LG)
– which includes diagrams and tables –, and 12 documents
containing filled-graphics (FG), such as photos and colorful
images. To be categorized as LG or FG, a document must
have a considerable portion of its inner area occupied with
graphical elements, which implies that documents with
small or peripheral graphics, such as company logos, are
categorized as TO.

The dataset D2, in turn, is another contribution of this work.
It was assembled based on 20 text-only scanned documents
(business letters and legal documents) from the ISRI-Tk OCR
dataset [45], being D2-mec generated by using a Leadership
7348 paper shredder. The dataset D2-mec was created by
scanning strips against a paper sheet with a high contrast color,
which facilitated the further semi-automatic segmentation (see
Figure 5). For this purpose, we assume that every document
pixel belongs to one of the following three classes: i) strip
object, which includes dark pixels of text regions and graphical
elements; ii) strip paper, that is, the background of a strip;
iii) paper substrate, the colorful paper portion used to support
the strips. Based on these assumptions, strips segmentation can
be achieved by identifying and removing the paper substrate
area, which is done in two steps. First, we employ the classical

1The main public datasets [6], [44] related to this work could not be used
because the type of document addressed here (e.g., business letters, legal
documents, and technical reports) differs significantly from such datasets.

Fig. 5. Strips belonging to the same document are arranged together onto a
paper sheet with high contrast (D2-mec).

k-means algorithm to cluster the image pixels in three groups
according their RGB color. In a second moment, the label
corresponding to the paper substrate is manually identified by
an user, so that every pixel with the same label can be removed.

Comparatively, documents in D1 are more heterogeneous
than those in D2 with respect to text layout structure, which led
us to analyze them in categories. The greater the proportion of
pictorial content (i.e., categories LG and FG) on the document
is, the more challenging the reconstruction instance for the
proposed approach is. D2 documents are, nevertheless, more
noisy, mainly due to shadow effects produced during scanning.
Besides, the paper shredder used to assemble D2-mec produces
more curved strips than in D1-mec, as well as it causes more
damage on the strips borders.

B. Accuracy Metric

This work uses a neighbor comparison metric [20], which
counts the number of well-ordered subsequences (here just
called groups) of a given solution [11], [29]. Formally, a group
in a solution π = (π1, π2, . . . , πn) is a maximal m-tuple
(πk, πk+1, . . . , πk+m−1, πk+m ), m ≤ n, such that πi+1 =
πi+1, for all i = k, k+1, . . . , k+m−1, assuming (1, 2, . . . , n)
as the correct solution. Thus, the number of groups in π can
be expressed as

ngroups(π) = n −
n−1∑
i=1

1{πi+1 = πi + 1}, (4)

where 1{·} is the true-or-false indicator function. Note that the
correct solution has only a single n-size group, while a fully
disordered solution has n one-size groups. The final accuracy
is measured as

accuracy(π) = n − ngroups(π)

n − 1
, (5)

so that 0 (the minimum value) points out the worst quality
solution, and 1 (the maximum value) reflects the best.

C. Experiments

In the first experiment, the proposed system was run over the
datasets D1 and D2 for 10 times while computing the accuracy
for every final solution, i.e, the solution selected by the OCR-
aided filter (see Figure 1) from the pool of the nsol = 10
candidate solutions. This process totals 100 solutions for each
test instance (i.e., 10 candidate solutions for each of the
10 runs), with only 10 final most readable solutions. To eval-
uate the effectiveness of the OCR-aided filter, we measured
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the percentage of system runs the highest accuracy solution is
selected from the pool.

The threshold for shape matching (τshape) was calibrated
over a separated collection of 10 artificially-shredded doc-
uments from ISRI-Tk OCR. For a more realistic shredding
simulation, it was applied additive Gaussian white noise over
the three first/last pixel-columns. The Gaussian distribution
was configured to zero-mean, and to standard deviations 200,
150, and 100 (each value applied over a single pixel-column
ranging from the border inside). The system was run once
for each τshape ∈ {0.25, 0.5, 0.75, 1.0, 1.25, 1.5}, producing
a pool of nsol = 10 candidate solutions for each value. The
chosen threshold (0.5) is that for which the system (without the
OCR-filter) achieved the highest average accuracy regarding
to the pool of solutions.

We also conducted an experiment to evaluate (one-factor-
at-a-time) the sensitivity of the system with respect to the
text extraction parameters Htmin , Htmax , and Dcmax (intro-
duced in Section III-A). Each parameter is assigned a set of
evenly spaced values ranging from 80 to 120% of its original
value. The system (without the OCR-filter) was run once
for each document/parameter configuration considering only
documents in D1-mec and D2-mec. Thus, for each parameter
configuration, a total of 800 solutions (nsol = 10 candidate
solutions for each one of the 80 documents) was generated.

For comparative analysis, we investigated the following
reconstruction methods (referred by the first author’s name):
Sleit [13], Marques [8], Balme [22], Morandell [29], and
Andaló [20]. Only Andaló provided the original system
implementation. It is basically a gradient-based solver for
the square jigsaw puzzle which can be also applied for the
document reconstruction problem. Marques’ system uses a
simple nearest-neighbor search and was fully implemented
from the scratch. Balme’s system was proposed in a tech-
nical report which is not publicly available. Nevertheless,
the compatibility function was seamlessly implemented based
on the several works that make use of it [11], [14], [23]–[28].
The Sleit’s custom search heuristic and the Morandell’s meta-
heuristic formulation could not be implemented, however their
compatibility functions were assessed in the experiments.

Based on these observations, we directly compared the accu-
racy of our system with Andaló and Marques. Additionally,
we evaluated the compatibility functions of all the methods
in conjunction with our optimal solving scheme (introduced
in Section III-C.3). This focuses the analysis on the main
issue investigated is this paper: the influence of compatibility
functions in the quality of the reconstruction. The prefix
“Concorde/” was placed before the method identification (i.e.,
the first author’s name) to refer to the modified version (e.g.,
Concorde/Morandell). Full system and compatibility functions
evaluation followed the same experimental procedure. First,
blank strips were manually removed for the compared methods
since either they do not handle this issue in the original
formulation, or the proposed strategies are suitable only for
artificially-shredded documents. Parameters were set as rec-
ommended by the authors. For Andaló and Concorde/Andaló,
however, a more conservative approach was adopted. The
two sets of parameters recommended by the authors were

Fig. 6. Accuracy (presented as median boxplots) of the proposed system
considering artificial (blue bars) and mechanical (green bars) shredding. Left:
the first group shows the resulting accuracy for the full documents collection
(D1+D2), while the other two are related to each individual dataset. Right:
accuracy of the proposed system across categories for the dataset D1.

tested and only the highest accuracy was reported. For all
methods, 11 configurations resulting from removing 0, 1,
2, . . ., or 10 pixels in each strip row were examined. Similarly,
only the highest accuracy solution for each method/document
instance was regarded for further analysis.

D. Experimental Platform

The experiments were conducted on two different machines.
The first, an Intel® CoreTM i3-2100 PC (3.10GHz) with
4GB of RAM, was used for accuracy assessment and system
calibration. For time performance test and sensitivity analysis,
we used an Intel® XeonTM E7-4850 v4 (2.10GHz) with
128 vCPU (only 10 were used), 252GB. The experiments can
be easily reproduced2 thanks to the Docker technology [46]
that manages all the environment configuration. The methods
were implemented in Python with support of OpenCV for
high-performance image processing, except for Andaló, whose
original C++ implementation was provided by the respective
authors.

V. RESULTS AND DISCUSSION

This section starts with the discussion of the experimental
results for the proposed system. In the second part, we com-
pare our method with the literature.

A. Proposed System Evaluation

The left graph of Figure 6 summarizes the resulting accu-
racy (Equation 5) for the solutions obtained with the proposed
system. The results were arranged in three groups paired
according to shredding type (artificial or mechanical). The
first group depicts the overall performance regarding the full
documents collection (D1 + D2). The two remaining groups
cover, respectively, the datasets D1 and D2 in isolation.
By comparing mechanical to artificial shredding, we confirm
the decay in accuracy, being 0.136 (on average) for D1, and
0.064 for D2. This means that the solutions for mechanical
shredding presented, respectively, about four and two more
groups (on average) considering 30-strips size shredded docu-
ments (each new group causes a decay of ≈0.034 in accuracy).

2The software, dataset, and running instructions will be public available at
https://github.com/thiagopx/docrec-tifs18.
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Fig. 7. Challenging test instances due to poorly structured text areas: (a) large title characters are ignored by the reconstruction algorithm; (b) form depicts
sparse text with tiny characters; (c) large figures fill most of the document area.

Fig. 8. Comparative results for mechanically-shredded documents. Left: resulting accuracy for D1-mec and D2-mec analyzed in conjunction and separately.
Right: detailed results for D1-mec across categories.

The right graph of Figure 6 shows the accuracy for D1 with
respect to the three documents categories introduced in the
previous section. On average, the accuracy for mechanical
shredding drops 0.088, 0.148, and 0.280 for text-only (TO),
line-based graphics (LG), and filled-graphics (FG) documents,
respectively. Since we measure compatibility at character level,
the reconstruction quality is less sensitive to mechanical shred-
ding when then documents have rich structured textual content,
as usually occurs for the TO category. The main reason for
this is that the more structured the text in a document is,
the more edge characters associations available for the scoring
procedure (Algorithm 2) there are. With a large sample of
associations, compatibility scoring is less sensitive to the loss
of matching associations due to document damage caused by
mechanical shredding. On the contrary, a reduced quantity of
associations makes the scoring procedure more sensitive to the
loss of matches, which is more likely in LG and FG documents
since they carry graphical elements in addition to the text
content. Note that the presence of graphics is not a problem
itself, as confirmed by the results achieved for LG and FG with
artificial shredding. However, the greater the area covered by
figures is, the lesser the amount of text available to produce
character associations is. Figure 7 shows three challenging
instances with poorly structured text.

The performance of the proposed system also counts on
the OCR-aided filter ability for choosing the highest quality
(accuracy) solution from the pool of candidate solutions. The
filter worked properly in 86.56% of the tested cases, including
all the documents (D1+D2) for both artificial and mechanical
shredding. Restricting the domain for text-only documents,
this value is slightly increased to 87.80%.

For sensitivity analysis, we measured the average accuracy
for the different configurations of the text extraction para-
meters. The minimum and maximum average accuracy were,
respectively, 0.797 and 0.839. In other words, individually
moving the parameters up to ±20% from their original values
causes around 4.22% of variation on the average accuracy.
Considering a window of ±10%, the accuracy variation is
reduced to 2.61%.

B. Comparative Analysis

The left graph in Figure 8 shows the comparative results
(only mechanical shredding) including two original sys-
tems (Andaló and Marques) and five modified systems,
i.e., the original compatibility functions coupled to our solving
scheme. On average, our system achieved the best overall
performance (0.843), followed by Concorde/Marques (0.743),
while Sleit presented the poorest accuracy (0.226). Note that
Concorde/Andaló outperforms Concorde/Morandell and Con-
corde/Balme only for D2. The compatibility functions of the
latter two methods were intended to deal with ideal black-and-
white documents, and have been shown very sensitive to noisy
borders.

The compatibility function of Marques performs better
when coupled to the optimal Concorde solver (Con-
corde/Marques) than to the original nearest-neighbor algo-
rithm. Although this was expected, given the optimality of
the Concorde solver, the opposite behavior was verified for
Andaló. As presented by Andaló et al. [20], the compatibility
function parameters were calibrated specifically to optimize
the performance of their gradient-based solver. Nevertheless,
the range of the float compatibilities produced with the
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Fig. 9. Comparative results (overall accuracies) for both artificially- and
mechanically–shredded documents.

calibrated values (i.e., the recommended parameters) tends
to be more compressed than for other methods. Therefore,
the Concorde/Andaló accuracy is degraded due to loss of pre-
cision caused by successive numerical operations to transform
compatibilities into valid integer inputs for Concorde.

The most significant results obtained with our system con-
cern, as expected, to the reconstruction of text-only documents.
This can be noticed on the left graph of Figure 8, where our
system achieved the highest average accuracy of 0.872 for
D2, and also in the right graph of Figure 8, where the average
accuracy was 0.888 for TO documents in D1. On the contrary,
the other methods perform better when the documents are rich
in graphics (LG and FG), as seen in the right graph of Figure 8.

The drop in accuracy for the compared systems/functions
is also remarkable when tested with real-shredded docu-
ments. This is reflected in Figure 9, which depicts the
overall accuracy for both datasets. With exception of Con-
corde/Balme, Concorde/Sleit, and Marques, the compared
methods achieved accuracy superior to 0.950 with low vari-
ability when tested on artificially-shredded documents. In
contrast, the green bars show the marked performance degen-
eration when real-shredding is addressed. This stresses the fact
that the experimentation with artificially-shredded documents
alone is inconclusive for the reconstruction application.

The accuracy performance of the proposed system, however,
comes with a time cost that increases with the number of
associations to be evaluated. For instance, the average time
(in 10 runs) our system took to reconstruct a document with
high text density (1308 characters) was 372.22s (6m12s), while
for Concorde/Marques, the second-best performed, the time
was 3.87s. To alleviate this problem, some issues should be
addressed: i) parallel computation of the pool of candidate
solutions, since they are independent of each other (a prelimi-
nary test yielded 2m39s for the same reconstruction instance);
ii) full implementation of the system in a compiled language
(e.g., C/C++); iii) extensive investigation of cheaper metrics
for shape matching than the Modified Hausdorff distance.

VI. CONCLUSIONS AND FUTURE WORK

This paper addressed the problem of reconstruction of strip-
shredded text documents by proposing a system to achieve this
end. The success in the reconstruction task depends strongly
on the compatibility function to verify matching strips. While
most of the designed functions in literature has made use of

strip border pixels as visual features, the proposed approach
exploits one level up of abstraction by matching character
shapes instead of pixels. The proposed method assumes that
all the necessary character shape information is contained in
the documents themselves.

The experiments pointed that our approach achieved the
best results for documents with rich text content, which was
expected since character information is the relevant feature
used to match strips. In this context, that includes the dataset
D2 and the TO documents in D1, the average accuracies
(mechanical-shredding) for the proposed system were, respec-
tively, 0.872 and 0.888, while the second best method (Con-
corde/Marques) attained 0.782 and 0.679, even considering
only the top accuracy solution for each document.

Despite of promising results, the time performance of the
proposed system is still an open issue. Future work should
investigate the impact of faster computing metrics for character
shape matching on the accuracy of our system. Besides, strate-
gies to reconstruct documents based on partially computed
compatibility matrices should be studied. This can be done by
detecting unlikely pairing of strips, and assigning to them a
low compatibility score.

The multi-documents reconstruction is also another direc-
tion of our future work. To tackle this, the compatibility
function must be adapted to become font-size independent.
A possible solution for such question is the application of size
normalization strategies on the characters, although this is not
trivial in the case of fragmented characters. In addition, dealing
with mixed strips in a more real scenario necessarily assumes
the presence of graphics. Exploring this content properly is
crucial to produce better solutions, and may be achieved by
blending our compatibility function with those based on border
pixels.

Finally, the use of deep learning in different levels of our
system should be investigated. As the start point, it would be
interesting to evaluate convolutional networks for end-to-end
text extraction instead of the current parametric algorithm.
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