Pontifical Catholic University of Parana

WALTER MAZUROSKI

Intelligent co-simulation: a strategy to
solve complex building energy simulation

problems

Curitiba
August, 2018






Pontifical Catholic University of Parana

WALTER MAZUROSKI

Intelligent co-simulation: a strategy to
solve complex building energy simulation

problems

Ph.D. Thesis submitted as a qualifying examina-
tion in partial fufillment of the requirements for
the degree of Doctor of Mechanical Engineering
of the Pontifical Catholic University of Parana.

Area: Engineering and Thermal Sciences
Supervisor: Nathan Mendes

Co-supervisor: Ricardo Coracdo de Ledo Fon-
toura de Oliveira

Curitiba
August, 2018



Dados da Catalogagéo na Publicagdo
Pontificia Universidade Catdlica do Parana
Sistema Integrado de Bibliotecas — SIBI/PUCPR
Biblioteca Central
Edilene de Oliveira dos Santos-CRB9/1636

M476i
2018

Mazuroski, Walter
Intelligent co-simulation: a strategy to solve complex building energy
simulation problems / Walter Mazuroski ; supervisor, Nathan Mendes ; co-
supervisor, Ricardo Coracado de Ledo Fontoura de Oliveira. -- 2018
112f.:il. ;30 cm

Tese (doutorado) — Pontificia Universidade Catolica do Parana,
Curitiba, 2018.
Bibliografia: f. 105-112

1. Engenharia mecéanica. 2. Aprendizado do computador. 3. Dindmica de
fluidos computacional. 4. Inteligéncia artificial. 5. Calor — Transmissao.
I. Mendes, Nathan. Il. Oliveira, Ricardo Coragao de Le&o Fontoura de.
Ill. Pontificia Universidade Catolica do Parana. Programa de Pés-Graduagao
em Engenharia Mecanica. IV. Titulo.

CDD 20. ed. — 620.1




Pontificia Universidade Catoélica do Parana
Escola Politécnica
Programa de Pos-Graduagéo em Engenharia Mecénica

GRUPO MARISTA Document of Approval

Walter Mazuroski

Intelligent Co-Simulation: a Strategy to Solve Complex Building Energy
Simulation Problems

Doctoral thesis approved as a partial requirement for obtaining the doctoral degree at the Graduate
Program in Mechanical Engineering of the Polytechnic School of Pontificia Universidade Catélica do

Parana, by the following committee members:

@Jm@

Mr. Frederic Wurtz
University Grenoble Alpes, CNRS, Grenoble INP*, G2Elab, France

Commissariat a L’énergie Atomique et Aux Energies Alternatives -CEA, France

M. Luns auro oura
Pontifical Catholic mver5|ty of Parana—PUCPR Brazil

Mr. Adrien Francois Gros

Pontifical Catholic ng Par/gna — PUCPR, Bratzil

S SIS —~
= =

Mr. Ricardo Cﬁrafégae:%)/éontoura de Oliveira
University of Campinas -UNICAMP, Brazil, Thesis Co-Advisor

e
%é)
Mr. Nathan Mendes
Pontifical Catholic University of Parana — PUCPR, Brazil, Thesis Advisor

Curitiba, August 31, 2018

Rua Imaculada Conceigao, 1155 - Prado Velho - CEP 80215 901 Curitiba Parana Brasil
Tel.: (41) 3271 1358 ou (41) 3271 1362 www.pucpr.br/ppgem






Abstract

Building Performance Simulation (BPS) tools are under continuous development since the 70’s
mainly due to energy crises. However, the tools available nowadays still considerably simplify the
building physics to perform yearly simulations of whole buildings, especially regarding convective
heat transfer, three-dimensional transport and airflow. In addition, Heating, Ventilation and Air Con-
ditioning (HVAC) systems are commonly represented by steady-state, lumped or empirical models.
All those simplifications may significantly increase the gap between reality and simulation. To narrow
this gap, this thesis proposes a methodology to bring advanced physics into the building simulation
field. First, a one-to-one co-simulation approach used by the BPS tool Domus, focusing on Compu-
tational Fluid Dynamics (CFD) case studies, is presented. The very first results show an excessive
computer run time, which motivated the development of a new co-simulation strategy to drastically
reduce the high computational cost. This new approach consists of designing a new model for a spe-
cific physical phenomenon, called prediction model, capable to provide results, as close as possible
to the ones provided by the complex model, with a lower computational time. The synthesis of the
prediction model is based on artificial intelligence, being the main novelty of this thesis. Basically, the
prediction model is constructed by means of a learning procedure, using the input and output data
of a co-simulation where the complex model is being used to simulate the physics. Then, the syn-
thesized prediction model replaces the complex model with the purpose of reducing significantly the
computational burden with a small impact on the accuracy of the results. Although it is shown that
the intelligent co-simulation approach is very promising, the cost associated to the training period is
still considerably high. Thus, it is carried out a deep investigation of two techniques - recurrent neural
networks (RNN) and proper orthogonal decomposition (POD) to reduce the training time period and
improve the accuracy. The results are applied to a two-dimensional diffusive heat transfer problem
through a building envelope. To illustrate the use of the new co-simulation approach in a more so-
phisticated case, the complexity has been raised by including non-uniform radiative boundary con-
ditions and airflow between two zones. A new formulation to represent the incidence and reflections
of radiation in building enclosures and on external surfaces is then proposed to obtain the radiative
boundary conditions so that the solar radiation is projected precisely on all internal and external sur-
faces, thanks to the use of a pixel counting technique and a generic view factor algorithm, providing
more realistic boundary conditions to the 3-D CFD model that simulates both the solid walls and the
air domain of a two-storey residential building. Promising results lead to the conclusion that the pro-
posed strategy enables to bring the accuracy of advanced physics to the building simulation field -
using prediction models - with a very reduced computational cost. In addition, re-simulations might
be run solely with the already designed prediction model, demanding computer run times even lower
than the ones required by lumped models available in BPS tools.

keywords: whole building energy simulation; co-simulation; intelligent co-simulation; machine learn-
ing; computational fluid dynamics; radiation distribution.
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Introduction

A great concern about buildings energy consumption emerged during the energy world crisis in
the seventies. According to Brazilian Energy Balance [1], 51% of Brazil’s electricity consumption in
the year 2016 was attributed to residential, commercial and public buildings. In commercial build-
ings, 30% of energy consumed is mainly due to air conditioning systems [2], having a directly impact
on the cost of operating a building and an indirect impact on the environment, thus revealing the
urgent need for rapid improvement of energy-efficient products and the importance of energy-based
computational tools for the construction sector. The precise calculation of heat transfer phenomena
in buildings is a topic where much attention has been given since the appearance of the first building
simulation programs in the seventies such as DOE-2 [3], BLAST [4] and ESP-R [5] and more recent
tools such as EnergyPlus [6] and Domus [7].

These programs, also know as Building Performance Simulation (BPS) tools, are the only ones ca-
pable to perform whole-building energy simulation, where different physical phenomena need to be
simultaneously simulated. However, due mainly to high computational time demanded to simulate
the complex mathematical models associated to heat transfer phenomena, a general characteristic of
BPS tools is the adoption of simplified mathematical models, where advanced physics are neglected.

A computational procedure known as co-simulation [8, 9] has been proposed in the literature
as a possibility to extend the capabilities and improve the accuracy of building performance simu-
lation tools. Basically, the strategy relies on a real-time data exchanging between a BPS tool and a
specialized software, where specific physical phenomena are simulated more accurately thanks to a
more complex model, enabling to take advanced physics into account rather than considering, for
instance, 1-D models or lumped models based on integral formulation for energy and mass balances.
Among many possibilities where this technique can be employed, one could mention airflow, three-
dimensional heat transfer or detailed HVAC systems simulation, which are commonly simplified in
BPS tools.

In this context, this thesis first presents a coupling technique used by the building simulation tool
Domus, focusing in CFD case studies applying the one-to-one co-simulation approach to show, for
instance, the effects of considering the full Navier-Stokes formulation and turbulence modelling on
the thermal performance transient simulation of a dwelling. It has been shown with the case study
that transient CFD coupling is inviable in the building simulation field due to an excessive computer
run time. Therefore, the main purpose of this PhD thesis is to develop a new co-simulation strategy
to drastically reduce the high computational cost observed for a simple CFD application.

The new approach consists of designing a new model for a specific physical phenomenon, called
prediction model, capable to provide results, as close as possible to the ones provided by the com-
plex model, with a lower computational run time. The synthesis of the prediction model is based on
artificial intelligence, being the main novelty of this thesis. Basically, the prediction model is con-
structed by means of a learning procedure, using the input and output data of a co-simulation where
the complex model is being used to simulate the physics. Then, the synthesized prediction model re-
places the complex model with the purpose of reducing significantly the computational burden with
a small impact on the accuracy of the results. Technically speaking, the learning phase is performed
using a machine learning technique, and the model investigated here is based on a recurrent neu-
ral network (RNN) model and its features and performance are investigated on a case study, where
a single-zone house with a triangular-prism-shaped attic model is co-simulated with both CFX (CFD
tool) and Domus (BPS tool) programs. Promising results lead to the conclusion that the proposed
strategy enables to bring the accuracy of advanced physics to the building simulation field - using



prediction models - with a very reduced computational cost. In addition, re-simulations might be
run solely with the already designed prediction model, demanding computer run times even lower
than the ones required by the lumped models available in the BPS tool.

Although it is shown that the intelligent co-simulation approach is very promising, the cost as-
sociated to the training period is still too high. Thus, it is carried out a deep investigation of two
techniques - recurrent neural networks (RNN) and proper orthogonal decomposition (POD) reduc-
tion method -, whose main goal is to reduce the training time period and to improve the accuracy.
The case study focuses on a co-simulation between Domus and CFX , performing a two-dimensional
diffusive heat transfer problem through a building envelope. An important contribution is to show
the POD as a promising alternative to reduce the training time period of intelligent co-simulations
for purely diffusive problems in more than one dimension.

The last part of this manuscript proposes to raise to a new level the complexity of the case study,
focusing mainly on the boundary conditions. A new formulation to represent the incidence and
reflections of radiation in building enclosures and on external surfaces is proposed to obtain non-
homogeneous radiative boundary conditions so that the solar radiation is projected precisely on all
internal and external building surfaces. This task can be accomplished thanks to the use of a pixel
counting technique and a generic view factor algorithm, that enable to provide more realistic bound-
ary conditions to the 3-D CFD model that simulates both the solid walls and the air domain of a
two-storey residential building.

Thesis outline

Two scientific papers, published in the Journal of Building Performance Simulation, and a confer-
ence paper, published in the proceedings of the Building Simulation 2017 conference, form the three
first chapters of this document. The conference paper, in Chapter 1, emphasizes the importance of
the co-simulation techniques to bring advanced physics to building performance simulation. Mean-
while, some results from a case study are provided showing discrepancies when advanced physics is
brought for an attic simulation. The paper in Chapter 2 provides a deeper analysis of the intelligent
co-simulation approach, as well devising a solution to overcome the main limitation of co-simulation
with very time consuming tools by using a machine learning technique. A step forward is taken in the
paper presented in Chapter 3 that explores alternatives to reduce the training time, with different ap-
proaches for the training period and a comparison with an other machine learning technique. The
last chapter, Chapter 4, presents a new level of complexity in building 3-D simulation and also applies
the intelligent co-simulation approach to validate the technique in a more complex situation.
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Co-Simulation to Bring Advanced Physics
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Introduction

1.1 Introduction

A more accurate assessment of building energy efficiency through computer simulation in gen-
eral requires the use of highly efficient and specialized software. Presently, there is a wide variety of
models and software to simulate an entire building or a specific component. However, the most pow-
erful tools available are rarely combined for highly detailed simulation of buildings and their com-
ponents. To go deeper into the subject, highly relevant issues for building simulation are addressed
in [10], such as the significant reduction of emission of greenhouse gases and a substantial improve-
ments in health, comfort and productivity that could be achieved with the help of a BPS tool when
buildings and their systems are treated as a complete optimized entity. According to [11], the state-of-
the-art BPS tools cannot always perfectly represent the physical phenomena, because of fragmented
development and rapid innovations in building and system technologies, which makes difficult the
software maintenance and its evolution. In addition, in line with [11] the tool development team
needs to have an in-depth knowledge of the software architecture, programming language and mod-
eling approaches and strategies. One proposition adopted to solve this problem of evolution of BPS
tools is the co-simulation procedure ([9]), also known as external coupling ([12]). To bring advanced
physics, such as CFD, to building thermal performance analysis, co-simulation techniques can be ap-
plied to combine several tools from different domains and development teams. In the present work,
co-simulation techniques enables the use of Computational Fluid Dynamics (CFD) tools, Modelica
Models and coupling with other simulation tools compatible with standard communication interface
FMI for co-simulation.

1.2 CFD in Buildings

CFD simulation research in buildings has been reported since the nineties and the reader may
refer to [13], [14], [15], [16], [17], [18], [19] among others. For instance, [18] presented a BPS tool
integrated to a CFD code for the definition of convective heat transfer coefficients. [20] used a BPS
to determine the boundary conditions for a CFD coupling simulation and used a CFD simulation to
provide inputs about atrium geometry, such as airflow and heat transfer coefficients, to the BPS tool.
[21] described coupling methods between CFD and BPS tool and when they must be used. [22] also
showed a guideline for selection of simulation tools for airflow prediction, addressing approaches
representing different resolution such as Zonal Airflow Network and CFD. Co-simulation with CFD
tools enables to bring information from physical phenomena normally disregarded in building simu-
lation due to the complexity of solving Navier-Stokes formulation and turbulence modeling and due
to a high computer run time. Although the dramatic evolution of computer hardware and CFD tools
since the seventies - when the first building energy simulation tools appeared -, the use of CFD is still
very restricted to a few researchers and a few consultants in the building sector. The difficulties are
due, on one hand, to the lack of numerically robust and user-friendly tools and, on the other hand, to
the high computer run time. In this work, we try to give one step ahead to bring the fluid mechanics
to building simulation by coupling two user-friendly programs. However, the computer cost remains
a very important issue as it is shown in the paper.

1.2.1 Domus - Co-simulation

Co-simulation can be defined as a type of simulation where at least two simulation tools jointly
solve systems of differential-algebraic equations and exchange data during the time the coupling is
performed. Each tool may offer different numerical solutions to a physical or mathematical problem.
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There are several co-simulation techniques such as the one-to-one approach and the FMI. Both were
implemented in the Domus simulation program to allow coupling of this one with other models and
tools. For instance, an one-to-one coupling was adopted to combine Domus to the commercial CFD
tool ANSYS-CFX. The type of coupling used was the Ping-Pong method ([8]), creating a weak coupling
between the tools. The use of the FMI standard provides greater scope for co-simulation between
tools that adopt the same standards such as EnergyPlus, Modelica Models and many others available
at https://www.fmi-standard.org.

Domus-FMU

Software support for the Functional Mock-up Interface certainly opens a new range of opportu-
nities in modeling and functionalities expansion, thanks to a large number of tools adhering to this
standard and the possibility of using complex models developed in multi-domain languages such as
Modelica ([23]). Initiatives such as the creation of the Buildings Library ([24]), a free, open-source li-
brary for building and community energy systems, developed within the Annex 60 project, conducted
under the umbrella of the International Energy Agency’s Energy in Buildings and Communities Pro-
gramme (IEA EBC)([25]), provides validated model library that can be used with existing building sim-
ulation programs. For enabling the use of model libraries, such as the Buildings Library, the Domus
program has been modified to support the FMI standard. Currently, for FMI v. 1.0, a communication
interface between the user and the chosen FMU model has been developed, as it can be seen in Fig-
ure 1.1. The FMU can be define as a simulation model which implements the FMI standard and is
distributed in a zip file with the extension ".fmu".

= Domus - FMLU: Association - =

Madel Information

FMU file: |Ex1Anexo 60\DomusFII_32|Damus - EletrabrasiExternMadehHYGROTHERM1_v2_Demushodel_v3.fmu | |5

Model Description
FMI Version: 1.0
Model Name: HYGROTHERM1_v2.DomusModel_+a
Madel 1dentifier: HYGROTHERM1_v2_Darmushodel 3
Guid: fel1d7dc752F7a87abd0707 10d L 0e67d4
Generation Tool; TModelica.org
Generation Date And Time:  2014-09-02709:19:19

Variables Association - Input

Fiodde! Tnput Fixed Valuz  Dornus Variable Zome {obyert ~

RoX 900

Sol_saltitude 0 Sun altitude:

TempExt 0 External temperature{or adjacent zone) Zonal  fachada2

Templnt 0 Zone internal temperature

cosfComExt D External convention cosfficient Zonal  fachada2
0

cosfCanvint Inkernal convention coefficient

Variables Association - Output
Model Output | Domus Yariable isc Zone: Object ~
T_mailes[t]  Wall temperature(node)

T_mailes[2]  Wall temperature(nade)

T_mailes[4]  Wall tempersture(nade)

T_mailes[S]  Wall temperature(nade)
(1

b
1
2
T_mailes[3]  Wal temperature(node) 3
4
5
T_mailes[6] | Wal temperature(node) [

Ok Cancelar

Figure 1.1: Interface of association between Domus and FMU models.

In the first stage of the development, only envelope models are possible to be coupled and Do-
mus’user, after loading the FMU file, will have access to all the input and output variables configured
for the external model, linking the intuitively FMU variables with Domus variables.

It is also possible to use a FMU for tool coupling where, for example, the entire envelope simu-
lation can be done through a program such as EnergyPlus, while complex boundary conditions are
provided by Domus, such as solar direct radiation on surfaces (Figure 1.2), obtained by means of the
pixel counting technique ([26]) implemented in Domus.
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Although the attic in Domus can be treated as a building envelope element, there is no FMI in-
terface for complex 3-D CFD simulation available so far, which made impossible to consider the FMI
method in the case study presented in this work.

Figure 1.2: Domus using Pixel Counting technique for complex shading calculation for a non-planar
tree.

Domus-CFD

The coupling between Domus and ANSYS-CFX is done externally, also called external coupling or
even co-simulation. One of the first accomplished couplings was the use of CFD to calculate specific
walls, cases that require greater complexity of computational modeling, such as hollowed block wall
that receive non-uniform boundary conditions during the run-time period of simulation. This cou-
pling requires the pre-definition of a template of the target geometry, as well as the configuration of
the mesh by the user. The information transmitted to the CFD tool, such as air temperature, incident
radiation flux and convective heat transfer coefficients, are from the previous time-step simulation.
After converging the CFD model, the results are transmitted back to Domus that uses the data to
complete the time step as well as the energy and mass zone balances.

1.3 Simulation

1.3.1 Verification

The Co-Simulation between Domus and CFX using the one-to-one approach has been verified
by the analysis of a simple monolithic homogeneous wall. First, the wall heat transfer Domus model
was used in the simulation of a simple zone with all adiabatic walls except the co-simulated wall.
Then, the results were compared with the co-simulation between Domus and CFX, showing a good
agreement as noticed in Figure 1.3.

Similar verification (not shown) was done in the co-simulation using the FMU (Functional Mockup
Unit) by a pure heat transfer model developed in Modelica and exported to FMU by JModelica tool.
The results are promising as they allow simulation of highly complex elements such as hollow blocks,
ventilated walls and attics, internal and external airflow. Figure 1.4 illustrates a case study of a hol-
lowed block wall co-simulated by CFX and Domus ([27]).
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Figure 1.4: Temperature and velocity fields in hollowed concrete block.

1.3.2 Case Study

After the co-simulation of a hollow concrete block wall, a case study of a building with two thermal
zones, a conventional 96-m? room and a 13.44-m? attic, is considered and illustrated in Figure 1.5,
that aims at evaluating the effect of natural convection and non-uniform solar distribution in the attic
on the temperature of the room zone using different approaches. In order to evaluate the isolated
effect of the attic on the temperature of the room, an adiabatic condition was assumed for all the
other walls and floor of room the zone. The ceiling and the attic temperatures were evaluated by
sensible heat transfer models using Domus and EnergyPlus and a co-simulation between Domus
and ANSYS-CEX. In the co-simulation case, the CFD model was responsible for calculating the entire
attic and the transient heat flux to the room zone. It was also compared the effect on the temperature
of the zone when using the ceiling element composed of layers equivalent to the composition of the
attic, according to a national standard. The thermal parameters of different materials used in the
simulation are listed in Table 1.1. Simulations were performed using a computer with an Intel Core
i7 4790 Processor with a four-core CPU at 3.6 GHz. The BPS tools used only a single core for the
simulation, while CFX used two available cores.

1.3.3 Space discretization

A CFD adaptive mesh was generated by ANSYS Mesh generator for the attic geometry and to as-
sure better independence of the CFD simulation with respect to computational grid, a grid-convergence
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Figure 1.5: Case study representation in Domus

Table 1.1: Range of parameters used in simulation

Material
Parameter
Air Roof Tile | Concrete Slab
Density
1.200 2000 2200
(kg m™3)
Specific heat
1007 920 1000
Jkg 'k
Thermal
conductivity 0.024 1.05 1.75
Wm™ k1)

study was performed adopting the Grid Convergence Index (GCI) method, proposed by [28]. This
method provides an approach for uncertainty assessment of grid convergence based on a grid refine-
ment error estimator. As GCI was originally proposed to be applied in uniform grids, an alternative
option for adaptive grids was suggested in [29] where a number of mesh nodes could be used to cal-
culate refinement ratio. Based in [29], the equation to calculate GCI is expressed as:

GCI=3|£|/(TP—1), (1.1)
e=(f2—- M) h, (1.2)
r= (Nfine/Ncoarse)lls, (1.3)

where fj is the variable value at a point with a fine grid; f> is the variable value at the same point
with a coarse grid; Nfine and Neoarse are the grid numbers of fine and coarse mesh, respectively, and
p denotes the numerical scheme order of accuracy. The GCI calculation was performed within the
limitations imposed by the computational capacity of the work environment. With a refinement ratio
of 1.5, four mesh models with 10, 30, 100 and 300 thousand nodes were generated and evaluated. The
GCI results (Figure 1.6), enables to notice that a mesh of 100 thousand nodes presents good mesh
independent results if it is considered that greater refinements do not make it any better. Figure 1.7
shows the 100 thousand node mesh generated by ANSYS Mesh.
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Figure 1.6: GCI value in relation to mesh refinement ratio

Figure 1.7: Attic mesh generated by ANSYS Mesh.

1.3.4 CFD Model

The CFD model was configured using a high resolution transient scheme that alternates between
the use of second-order backward Euler scheme and first order backward Euler scheme. The conver-
gence criterion was defined as a root-mean-square (RMS) residual level of 103, which residual could
be considered a loose convergence criterion but it was sufficient to fulfill the objective of this case
study. As the condition presented in the attic model represents mainly the natural convection phe-
nomenon, the model adopted for turbulence was the k-Omega. The effect of gravity was taken into
account in the buoyancy term. There is no air exchange or infiltration into the attic. For the boundary
conditions, a non-slip condition was imposed at solid surfaces with a third-type boundary condition.
The following radiative heat fluxes calculated by Domus were used by ANSYS-CFX to be added to the
convective heat flux boundary condition:

i = ~€0Ff (T, = Tiop), (1.4)
Gsw = qair T qaiff + qrefl, (1.5)

q=4q1w*qgsw (1.6)
Tref = (Tsky + Tgrouna) 2, (1.7)

10
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where q;,, is the long-wave radiation flux (W/ m?), € is the emittance of surface, F ris the view
factor from surface to the sky or horizon (in case of horizontal surfaces), o is the Stefan-Boltzmann
constant (5.67 x 107 3Wm™2K™*), Ts,, is the surface temperature in Kelvin and Tk, is the sky tem-
perature or an averaged temperature (Eq. 2.4) if the surface is vertical. The g5, is the short-wave ra-
diation heat flux (W/m?) as well as qgir, Gai rf and g,y are the direct, diffuse and ground reflected
radiation fluxes (W/m?) .

The outside conditions represent a temperate climate of Curitiba, South of Brazil, shown in Fig-
ures 1.8 - 1.10 and taken from Domus database. The inside temperature and relative humidity varies
freely. With the intention of presenting results for more diverse situations of weather climate, two
days were chosen to be presented in this work, one day on the winter solstice in the southern hemi-
sphere, June 21, and the other one on the summer solstice, December 21.
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Figure 1.8: Outside conditions for temperature.
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Figure 1.9: Outside conditions for relative humidity.

1.3.5 Co-simulation approach

The BPS tool (Domus) and the CFD software calculate the steps alternately by means of a ping-
pong method, using a time step of ten minutes for Domus and 1 minute for CFX.
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Figure 1.10: Outside conditions for solar radiation heat flux.

1.4 Discussion

The room air temperature evolutions are shown in Figure 1.11 for the winter day, using three
different approaches, while Figures 1.12 and 1.13 present their errors, using the advanced approach
(Domus-CFX) as the reference value, according to Eq. (1.8).

Tg‘FX
The simplest approach (Domus - national standard) applies one layer of the equivalent properties
(Table 1.2) from the national regulation code (RTQ-C)([30]), used when the attic is not modeled but
may provide no accurate results as shown in Figures 1.11 - 1.13. Standalone solutions presented a

maximum absolute difference o 2.4°C, remembering that only the attic was co-simulated with CFX

T - T 2
RMSEZ\/( Domus CFX) (1.8)

due to the high computer run time.

Table 1.2: National standard equivalent layer properties

Properties Value

Thermal transmittance (W/(m?K)) 2.05

Thermal capacity (kJ/(m%K)) 238
Solar absortance (-) 0.8
Solar factor (-) 6.6

Figure 1.14 shows the error for the prediction of the attic temperature for the summer and win-
ter case. The error magnitude is higher and dependent on the external boundary condition, i.e., as
the corner and the attic internal airflow effect become more relevant. Figure 1.15 shows the attic
temperature evolution during the winter day by means of simulations carried out with EnergyPlus,
Domus and Domus-CFX. In general, the CFD results may present a spatial temperature difference
heterogeneity (Figure 1.16), while both Domus and EnergyPlus, as standalone tools provide only a
time-dependent temperature. ANSYS-CFX solves three-dimensionally and with high accuracy the
energy, momentum and mass conservation differential equations, while Domus and EnergyPlus use
a lumped approach for solving an integral formulation - based only on energy and mass balance
equations - and disregard the spatial variation of the temperature and air velocity fields that promote
higher temperature predictions due mainly to an increase on the convective and corner effects.

12
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Figure 1.11: Room air temperature on the winter day
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Figure 1.12: Room air temperature error on a summer day
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Figure 1.13: Room air temperature error on a winter day

Although the averaged attic air temperature values obtained by the software coupling (shown in
Figure 1.15) is similar to the ones obtained by the standalone tool when there is no solar radiation,
a difference of 2.2°C can be noticed at 11:00 am. As the averaged values hide the heterogeneity of
the air temperature profile within the attic space, the maximum air temperature was also plotted in
Figure 1.15, showing a difference as high as 5.4°C at 11:00 am.

Regarding the differences between the two BPS programs (Domus and EnergyPlus), we believe
they can be attributed mainly to the methodology used for the calculation of external and internal

13
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Figure 1.14: Attic air temperature error on summer and winter days

long-wave radiation heat transfer. No difference has been observed between them when all radiation
mechanisms were ignored and very small differences have been noticed (not shown) associated to
the boundary conditions due to short-wave radiation values on all surfaces. Therefore, as Domus
provides the boundary conditions to CFX, it is expected that Domus results will be closer to Domus-

CFXresults shown in Figure 1.14. The opposite could be also expected if the coupling had been done
between EnergyPlus and CFX.
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Figure 1.15: Attic temperature evolution on the winter.

Figure 1.16 shows both the attic temperature and air velocity profiles. In this result it is possible
to observe the convective effect on the heat distribution inside the attic and the effect on the ceiling
temperature, consequently modifying the temperature distribution within the room zone. This natu-
ral convection effect also seems to be the main cause of the higher temperatures of the attic and zone
on the results of the coupled model.

In Figure 1.17, it is possible to observe, during the winter day, regions of the ceiling which are
predominantly colder during the whole period of the day. The effect of the convective movement of
the air inside the attic has a clear influence on the temperature variation in the ceiling of the zone
in a multidimensional form, observed in Figure 1.18, which illustrates the velocity field near the attic
floor during the period. An important point to be considered is the asymmetry of the radiative heat

flux as the outdoor boundary condition, which may impose a strong multidimensional heat flux and
magnify the natural convection within the attic.
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Figure 1.16: Internal attic temperature and velocity field in a winter day - 17h

1.4.1 Computational Time

Table 2.4 shows the computing time for all performed simulations. Due to the higher computa-
tional cost of the simulation using the CFX coupling, only 8 days of simulation were performed, for
each result day. The first 7 days were used as a warm-up period. In the co-simulation with CFX, the
measured time was over the period of 8 days of the summer day simulation.

Table 1.3: Comparison of Computing Time for performed simulations

Approch Time (hr:min:sec)
Domus 00:00:02
Domus - national standard 00:00:02
EnergyPlus 00:00:03
Domus-CEX 249:33:05

1.5 Conclusion

The multidimensional nature of heat transfer and the complex airflow in buildings may play an
important role as shown in this paper. In addition, the lumped model might be limiting, resulting
in an inaccurate representation of the physics occurring in the attic. Therefore, despite the high
computational cost, it is shown the importance to bring, to building simulation tools, an advanced
modeling of physical phenomena for a more precise evaluation of thermal and energy performance,
which can be reasonably accomplished via co-simulation techniques. The differences shown in this
paper could have been magnified under the presence of ventilation/infiltration loads or under het-
erogeneous boundary conditions due to complex shading on the roof. On other hand, as observed
in Table 2.4, research efforts are needed to reduce the computer run time to bring advanced physics
to building simulation so that it becomes a practice conducted not only by researchers but also by
consultants and building designers. This might be one of the most important challenges for the de-
velopment of the building simulation area in the forthcoming years, including urban physics.
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Introduction

2.1 Introduction

The accurate computation of heat transfer phenomena in buildings is a topic where much atten-
tion has been paid since the seventies, when the first building simulation programs such as DOE-2
[3], BLAST [4] and ESP-R [5] emerged due to the energy world crisis.

Presently, there is a wide variety of software to simulate an entire building or a specific compo-
nent. In the latter case, the software is commonly based on more complex mathematical models,
where advanced physics are taken into account. On the other hand, there are the Building Perfor-
mance Simulation (BPS) tools, the only ones capable to perform whole-building energy simulation,
where different physical phenomena need to be simultaneously simulated. As a general characteristic
of all BPS, it can be noted the adoption of simplified mathematical models, where advanced physics
are neglected. For instance, most BPS tools consider only one-dimensional heat transfer through the
envelope to calculate the indoor conditions and energy consumption as reported in [6, 31-37]. Al-
though these simplifications can result in a loss of accuracy, the whole-building simulation can be
performed in a reasonable computer run time.

If a more accurate assessment of building energy efficiency is desired, one solution proposed in
the literature is the so called co-simulation [8, 9], also known as external coupling [12]. This strategy is
a computational procedure that connects BPS tools with specialized software equipped with models
based on advanced physics, so that it can be seen as an evolution of BPS tools.

Among the examples arising from the co-simulation, one can mention the reduction on emis-
sion of greenhouse gases and the substantial improvements on health, comfort and productivity [10].
These improvements could be achieved with the help of a BPS tool when buildings and their systems
are treated as a complete optimized entity. Co-simulation enables integration among specific sys-
tems and BPS tools. According to [11], the tool development team needs to have an in-depth knowl-
edge of the software architecture, programming language, modelling approaches and strategies. Fur-
thermore, the fragmented development and rapid innovations in building and system technologies,
makes difficult the software maintenance and their extension.

Aiming at the improvement of BPS analysis with advanced physics, including multidimensional
effects and airflow, this work presents two contributions applied to the phenomenon of natural con-
vection in an attic. First, it has been shown how the zone temperature prediction can be highly im-
proved in terms of accuracy with the co-simulation between a BPS and a Computational Fluid Dy-
namics (CFD) tool, where advanced physics numerical algorithms are available. The simulation is
performed on a triangular-prism-shaped attic model, and the results show that although a good im-
provement in terms of accuracy is achieved, the technique presents as main drawback the high com-
putational burden. Then, the second and the main contribution of the paper is the proposition of a
method to obtain more robust and faster numerical models associated to the physical phenomena.
More precisely, for a specific physical phenomenon, the approach consists of designing a new model,
called prediction model, capable to provide results, as close as possible to the ones provided by the
complex model, with a much shorter computer run time. The synthesis of the prediction model is
based on artificial intelligence, being the main novelty of the paper. Basically, the prediction model
is constructed by means of a learning procedure, using the input and output data of a co-simulation
where the complex model is being used to simulate the physics. Then, the synthesized prediction
model replaces the complex model with the purpose of reducing significantly the computational
burden with a low impact on the accuracy of the results. Technically speaking, the learning phase
is performed using a machine learning technique, and the model investigated here is based on a re-
current neural network model, whose features and performance are investigated on the attic model
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previously mentioned. The co-simulation are performed between CFX and Domus programs, and
promising results are shown in terms of both accuracy gain and run time reduction.

The manuscript is organized as follows. In Section 2.2, a brief overview of advanced physics based
on the use of CFD in buildings is presented. Section 2.3 shows how co-simulation techniques enable
the use of Computational Fluid Dynamics (CFD) tools coupling with a BPS tool. A case study is pre-
sented in Section 2.5. The new concept - henceforth called intelligent co-simulation - is presented
in Section 2.4, with the same case study considered in Section 2.5. Annex 2.A presents more details
about Domus and CFX tools.

2.2 Literature Review

2.2.1 Computational Fluid Dynamics (CFD)

Air lumped models and unidimensional diffusive transfer models through building envelopes
have been extensively used since the seventies until nowadays. Although these models demand a
low computational cost and represent well the physics in many cases, they may not be appropriate
in some cases, for instance, when high gradients of temperature, air velocity or pressure in one or
more dimensions cannot be disregarded. In this context, Computational Fluid Dynamics (CFD) is
an appealing alternative to be brought to the building simulation area to overcome the limitations of
common models extensively applied in this field. However, CFD is still barely used due to their com-
plexity and high computational cost to run unsteady simulations of large physical domains over time
periods as long as one year. Therefore, their application in the building simulation area is still very
limited, although CFD simulation research in buildings has been reported since the nineties and the
reader may refer to [13], [14], [15], [16], [17], [18], [19] and references therein. For instance, [18] pre-
sented a BPS tool integrated to a CFD code for the definition of convective heat transfer coefficients.
[20] used a BPS to determine the boundary conditions for a CFD coupling simulation, where the CFD
tool provided the data obtained from the simulation of the atrium model, such as airflow and heat
transfer coefficients, to the BPS tool. [21] described coupling methods between CFD and BPS tools
and when they must be used. [22] also proposed a guideline for selection of simulation tools for
airflow prediction, addressing approaches representing different solutions such as Zonal Airflow Net-
work and CFD. As a general observation about co-simulation involving CFD tools, one can say that
it enables the consideration of physical phenomena normally disregarded in BPS software due to the
complexity of solving Navier-Stokes formulation and turbulence modeling that are the main factors
for the high computer run time ([38]). More recently, [39] developed a coupled dynamic simulation
that, using a Fast Fluid Dynamics (FFD) simulation program, simulates the dynamic interaction be-
tween the room airflow, HVAC, building envelope and feedback control.

Despite the significant evolution of computer hardware and CFD tools since the seventies - when
the first building energy simulation tools appeared -, the CFD application in the building simulation
field is still very restricted to a few researchers and a few consultants in the building sector. The rea-
sons for this fact are the lack of well coupled numerically robust and user-friendly tools and, more
importantly, the high computer run time demanded even for buildings described for small geome-
tries. As contributions, this paper first highlights the importance of using CFD coupled to a BPS tool in
terms of accuracy and then introduces a strategy to improve the main drawback of the co-simulation
approach, reducing the CFD coupling to just a small portion of the total period that must be simu-
lated.
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2.2.2 Learning techniques
Neural Network

Artificial neural networks (ANN) were created with the purpose of creating a computational learn-
ing procedure similar to the learning process of a human brain. The main objective is the general-
ization of complex rules and mathematical routines, learning the key information patterns within a
multidimensional information domain. ANNs operate like a "black box" model, requiring no detailed
information or property of what is inside the box [40]. There are two major types of neural networks,
feedforward and recurrent (see [41] for a short characterization of these two types of ANN). In the
feedforward network, the input data goes through the network in a one-way direction to generate an
output result. A recurrent neural network (RNN), on the other hand, has one or more, cyclic path of
synaptic connections. While the feedforward network has the ability to implement only static input-
output mappings (functions), with recurrent neural networks it is possible to implement dynamic
systems. Another important feature of neural networks is the presence of the activation functions.
These functions are placed before each neuron and determine the activation of the neuron. The ac-
tivation is dependent on the network input and threshold value. There are several possibilities to
choose activation functions and some of the most commons are presented in [42].

The RNN is a class of ANN with the presence of cyclic connections in its neurons. This structure
provides to RNNs the characteristic of having memory, where the past input data can influence the
actual network output. There are two subtypes of RNN related to the training approach: supervised
and unsupervised training. In the supervised training, there is a presence of target data to guide the
training process, while, in the unsupervised one, there is no such target data.

As described in [43], neural network learning could be used as an universal function approxi-
mation, moreover adding more hidden neurons is equivalent to adding more basis functions. Other
parameters like the number of layers, the number of training samples, the length of learning period,
the choice of neuron activation functions, and the training algorithm could also affect the training
accuracy. Interested readers may refer to [42, 44] for a better comprehension on NN and RNN.

Neural Network in building physics

The neural networks can be applied in many areas like engineering, applied mathematics and
computer science. One example of application in building physics is presented in [40] that used
an ANN to learn how to predict the required heating load of buildings with the minimum of input
data. In order to forecast building energy consumption, [45] made a comparison between a simple
model based on artificial neural network and a model based on physical principles as an auditing
and predicting tool. More recently, [46] adopted a multidimensional model, very time-consuming, to
calculate the coupled heat, air, and moisture transfer through a building envelope. The data provided
by the analytical algorithm was then used to train a neural network model and predict temperature,
vapor pressure, and relative humidity profiles.

2.3 Domus-CFX Co-simulation

2.3.1 Definition

Co-simulation can be technically defined as a type of simulation where at least two simulation
tools - each one offering different numerical solutions to a physical or mathematical problem - jointly
solve differential-algebraic systems of equations and exchange data while the coupling is active ([47],
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(48], [49]). There are several co-simulation approaches such as the one-to-one, middleware or a
standard interface such the Functional Mock-up Interface (FMI) ([50]). The one-to-one and FMI ap-
proaches are implemented in the Domus simulation program to allow its coupling with other models
and tools. For the co-simulation between Domus and CFX, is used the one-to-one coupling based
on scripts. The type of coupling is the Ping-Pong method ([8]), creating a weak coupling between the
tools. Domus has been chosen as the BPS tool because the authors have been worked in the evolution
of the software since long time, having access and full understanding of the source code. However, in
principle any other BPS tool could be used to illustrate the advantages of the proposed methodology.

2.3.2 Domus-CFX co-simulation for a dwelling attic

Figure 4.12 illustrates the communication between Domus and CFX, where Domus is the master
of the simulation. At the initial stage, the building envelope thermophysical properties (p, ¢, 1) and
the boundary conditions are informed to CFX. The latter computes a steady-state simulation step as
initial conditions. The boundary conditions consist of the internal zone temperature (7;), external
weather temperature (T,), the outside and inside convective heat transfer coefficients (h;,h.) and the
external and internal heat fluxes (g,,q;). At each time step, Domus provides the outside and inside
boundary conditions (T}, Te,qe,qi,hi, he) for each surface to CFX.

The CFX simulates the whole 3-D attic model, considering the natural convection in the air do-
main and the 3-D diffusive heat transfer in all attic solid parts. After the successful run, CFX returns
to Domus the spatially averaged surface temperature (T) of both ceiling materials. Then Domus uses
these temperatures to run the room air simulation. Figure 2.2 illustrates the exchanged data between
the two programs. Black arrows indicate the boundary conditions transmitted from Domus to CFX,
while the red one indicates the CFX output received by Domus.

Domus | Zi:1¢.9i,9e;ishe CFX

c, A
(p,c, A) Steady State
Eas. (1_3); lEqs‘ (4-6)
Domus 717! 4! ¢l nt R CFx
Transient
T
; v

Figure 2.1: Co-simulation scheme between Domus and CFX.

The CFD coupled model receives non-uniform boundary conditions during the run-time period
of simulation. This coupling requires the pre-definition of a template of the target geometry, as well
as the configuration of the mesh by the user. The information transmitted to the CFD tool, such as air
temperature, incident radiation flux and convective heat transfer coefficients, are from the previous
time-step simulation. After converging the CFD model, the results are transmitted back to Domus,
that uses the data to complete the time step as well as the energy and mass zone balances.

The following radiative heat fluxes calculated by Domus are used by CFX to be added to the con-
vective heat flux boundary condition:
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I solved by CFX
I solved by Domus

Ge2, Te7 he

Gea, Te, he
Ge1; Te, h

Figure 2.2: Diagram indicating Domus and CFX solving parts and the exchange data between the two
programs.

Q1w = —€0F (T, = Thop), 2.1)
9sw = qdir T qdiff T drefl, (2.2)
de=qiw t+ qsw, (2.3)

where ¢, is the long-wave radiation flux (W/ m2), ¢ is the emittance of surface, F r is the view factor
from surface to the sky or horizon (in case of horizontal surfaces), o is the Stefan-Boltzmann constant
(5.67x108 kgs‘3K 4, Tsyp is the surface temperature in Kelvin and Ty, is the sky temperature or an
average temperature if the surface is vertical, and is given by:

TRef = (Tsky + Tground)/z- (2.4)

The g, is the short-wave radiation heat flux (W/m?) as well as iy, qai rf and ge 5 are the direct,
diffuse and ground reflected radiation fluxes (W/m?), respectively.

2.3.3 Co-simulation Verification

The Co-Simulation between Domus and CFX using the one-to-one approach has been verified by
the analysis of a simple monolithic homogeneous wall. The validation procedure consists in using the
Domus wall heat transfer model for simulation of a single zone with all adiabatic walls except the one
used in the co-simulation. Then, the results are compared with the co-simulation between Domus and
CFX.

The CFD model consists of a rectangular block composed only of concrete material (Table 2.1),
250 cm? area (50 cm x 50 cm) and 20 cm thickness. Due to the simple characterization of this ge-
ometry, a hexagonal mesh of approximately 10 thousands nodes guarantees an excellent quality of
elements of the mesh. The boundary conditions used in the co-simulation are the projected exter-
nal solar radiation flux, the external air temperature, the indoor temperature and the convective heat
transfer coefficients at both sides of the wall. The output of the model is the average internal surface
temperature, which is transmitted to Domus and used to determine the variation of the internal tem-
perature of the thermal zone. The weather file used is from the city of Curitiba, Brazil, and the indoor
temperature varies freely.
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Table 2.1: Properties of the material used in the verification.

Parameter Material
Density (kgm~3) 2200
Specific heat (J kg_1 K_l) 1000
Thermal conductivity Wm~IK™1) [ 1.75

The building model in Domus is a 20.7 m3Bmx3mx23m) single thermal zone with a 6.9 m?2
surface over analysis. The internal and external convective heat transfer coefficients are, respectively,
3 W/m?K and 12 W/m?K. The material properties and thickness of the wall are the same in the
Domus standalone simulation and in the CFD model. The Domus time-step is 20 minutes, that is also
the co-simulation time-step where the information between Domus and CFX is exchanged. The CFD
tool time-step is 60 seconds.

The results show a good agreement as noticed in Figure 2.3a. Figure 2.3b shows the root-mean-
square (RMS) comparing the two approaches. The mean error in the evaluated period is 1.5e-03,
which is very reasonable considering that the two numerical models are very distinct. Therefore, the
coupling between Domus and CFX appears as reliable.
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Figure 2.3: Comparison of room air temperature (a) and the error (b) between Domus and Domus-CFX.

2.4 Intelligent co-simulation strategy

2.4.1 General statement

The results of the investigations presented so far made clear the effect of using the simplified
models available in the current BPS tools to represent the physical phenomena, even considering a
simple case study, with only natural convection and heat conduction. Differences near to 5 °C were
observed in comparison with the results of the co-simulation with the CFD tool. When evaluating
such information, it is notorious the importance of using co-simulation approaches to correctly rep-
resent the phenomena involved in buildings physics. Although the co-simulation seems to be the
most accessible alternative currently available to obtain precise results (thanks to advanced physics),
on the other hand, however, the high computational cost is certainly an important issue that must be
addressed.
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With the purpose of alleviating the high computational cost demanded by the co-simulation, at
this point it is introduced the intelligent co-simulation, that is the second and main contribution of
the paper. In the context under investigation, the strategy relies on performing the co-simulation in
its standard setup (Domus connected to CFX) only during a short period of the whole simulation. In
this phase, called learning (or training) period, a new mathematical model is synthesized to repre-
sent the physical phenomenon that is being simulated by CFX. The synthesis is performed using a
machine learning technique, that basically observes the input and output data generated by the co-
simulation in this short period and trains a neural network model, called prediction model. Thus,
CFX is disconnected from the co-simulation and Domus performs the rest of the simulation using the
prediction model, being much faster to simulate with a low impact on the accuracy of results. One of
the highest points of this approach is that the whole process can be concentrated in a single building
performance simulation tool. Moreover, the intelligent co-simulation can be transparent to the user,
being performed without requiring a great interference of the user. In the study described below, a
Recurrent Neural Network (RNN) is used as the prediction model and the case study discussed so far
is evaluated again using the intelligent co-simulation.

2.4.2 Co-simulation training a RNN

The RNN model used in this work is a supervised single hidden neuron layer with a context layer
that gives feedback from the previous outputs. This RNN structure and the feedforward method was
implemented in C++ programming language, however, the training is performed by the Matlab Neural
Network toolbox, using the Bayesian Regularization (BR) training algorithm. The BR updates the
weight and bias values according to Levenberg-Marquardt optimization. Furthermore it determines
the correct combination of minimized squared errors and weights, so delivering a network with better
quality of generalization [51, 52].

Training phase

The training phase is performed during the co-simulation procedure between the tools. As a mas-
ter, Domus collects the data exchanged during the co-simulation, stores the input parameters pro-
vided for the slave tool (named as input dataset) and returns the calculated data (named as target
dataset).

The size of the training phase must be defined by the user at the beginning of the simulation. This
definition is based on days of simulation, with 2 days being the minimum required period. With the
data obtained from the CFD co-simulation, the last co-simulated day is used to test the RNN and the
remaining data is used to train the model.

An algorithm was developed to estimate the best number of hidden neurons for each input set
of data. The structure of the training algorithm proceeds with 2 loops where 70 training sessions of
the desired network is performed. The first loop corresponds to the number of nodes in the network,
ranging from 1 to 7. The second loop is the number of iterations, set to 10, which is the number of
trainings that are performed for each number of nodes. Briefly, 10 new networks are trained for each
number of nodes from 1 to 7. At the end of each training, the neural network generated is tested in
the prediction of the data over the test set. Of the 70 new networks created, the one with the small-
est RMS error with respect to the test set is preserved, while the others are discarded. The Matlab
training phase is concluded with the transmission of the weights calculated to the network with the
best results, as well as the number of network nodes, to Domus, by means of .txt file. With this data,
Domus generates its own neural network with the received weights, completing the training model
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ready to perform the outgoing predictions. The illustration of the intelligent co-simulation is shown
in Figure 2.4a for the training process and in Figure 2.4b for the prediction phase. In Table 2.2, it is
possible to observe the link between the tools for each phase.

Prediction phase

In the prediction phase, the co-simulation is then deactivated, and no new access to the CFX tool
is performed. The Domus RNN model, updated with the calculated weights, replaces the CFD model
in the simulation. For each time step, the input parameters are given to the prediction model, which
returns the desire prediction target.

Before feeding the prediction model with the input data, these data need to be scaled, to the -1
to 1 range, due to two reasons. The first one because Matlab uses to automatically scale the data
for training the model. If the data in the prediction phase is not scaled, they would be out of the
range used during the model training, resulting in a bad prediction capacity. The second reason, as
addressed in [53], is the good practice to scale the actual data into dimensionless data or into required
space (range). The activation function chosen to the neural network can define the choice of the range
of the data scaling. As the Domus-RNN model has the hyperbolic tangent sigmoid transfer function
(Equation 2.5), as the function to calculate the hidden layer output, it requires the range -1 to 1 for
the input data. It is also necessary to scale in the opposite direction for the prediction model output
data.

One advantage of the neural network prediction model is that after completing the training it is
possible to store the trained model (weights) and use it in future simulations, without the need of new
calls to the co-simulated tool.
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________________ [ T T T T T T T T
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Figure 2.4: Training (a) and prediction (b) phases.
The number of inputs and outputs is directly related to the CFD model used to train the RNN.

Two activation functions have been selected, Hyperbolic Tangent Sigmoid (Eq. (2.5)) for the out-
put of the Hidden Layer and Pure Linear (Eq. (2.6)) function for output of the Output Layer.
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Table 2.2: Link between tools and model in each phase.

Training phase | Prediction phase
1 ON OFF
2 ON OFF
3 OFF ON
4 OFF ON
1 _ e—2n
tansig:u=———, 2.5
& 1+e 21 (29
pureln:u=n. (2.6)
Within the Recurrent Neural Network, the solution of the problem is approximated by:
M N
uhr(t+dt) = f'(bp+ Y. WLX; + b5+ Y W uh(n), 2.7)
i=1 i=1
N
u(t+do = f2(b*+ Y W2uh;(t+db)), (2.8)

i=1
where u is the model output, N is the number of neurons in the hidden and context layers, M is
the number of inputs, Xy, is the input vector, f 1 is the transfer function in the hidden layer (tansig),
WI{,X s are the weights in the hidden layer, Wﬁx  are the weights in the context layer, f2 is the output
layer transfer function (pureln), me are the weights in the output layer and b]lel, b? and bzcv L] are
the bias for the hidden, output and context layers, respectively. As initial condition, ©#h(0) is equal to

the input vector.

2.5 Case study

The case study comprises a building with two thermal zones (Figure 2.5), a conventional 96m?>
room and a 33.32 m? triangular-prism-shaped attic with a height between the base and the top of the
attic of 2.7 m, as depicted in Figure 2.6. The aim is to evaluate the effect of natural convection in the
attic on the temperature of the room zone. To analyze the isolated effect of the attic on the temper-
ature of the room, an adiabatic condition was assumed for all the other walls and floor of the room.
The ceiling and the attic temperatures were evaluated by sensible heat transfer models using a co-
simulation between Domus and CFX. The CFD model was responsible for calculating the entire attic
and the transient heat flux to the room zone by means of the average inner temperature of the ceiling
surfaces. The thermal parameters of different materials used in the simulation are listed in Table 4.1.
Simulations were performed using a computer equipped with an Intel Core i7 4790 Processor with a
four-core CPU at 3.6 GHz. The CFX used two cores for the simulation.

It is expected a reasonable influence of natural convection due to the asymmetric behavior gen-
erated by the considerable differences in the boundary conditions.

A CFD adaptive mesh was generated for the attic geometry. The Grid Convergence Index (GCI)
calculation was performed within the limitations imposed by the computational capacity available.
Eight mesh models with 10, 30, 60, 100, 200, 300, 450 and 600 thousand nodes were generated and
evaluated. The GClresults (Figure 2.7) enable to conclude that a mesh of 450 thousand nodes presents
good mesh independent results, since a greater refinement does not bring considerable difference in
the results of the model. Figure 2.8 shows the 450 thousand node mesh generated by ANSYS Mesh.
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Figure 2.5: Case study in the Domus graphical interface.
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Figure 2.6: Diagram of the attic model in the case study.

Table 2.3: Range of parameters used in simulation.

Material
Parameter
Air Roof Tile | Concrete Slab | Wood
Density (kgm~3) 1.200 2000 2200 720
Specific heat (Jkg 1K~ 1) 1007 920 1000 1255
Thermal conductivity Wm~1K~1) | 0.024 1.05 1.75 0.16
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Figure 2.7: GCI value as a function of the mesh refinement ratio.

Figure 2.8: Attic mesh generated by ANSYS Mesh.

2.5.1 CFD Attic model

The CFD model convergence criterion was defined as a residual level of 1073, considered as a
loose convergence criterion but sufficient to fulfill the objective of this case study, as the attic model
represents mainly the natural convection phenomenon and there is no air exchange or infiltration
into the attic.

The initial temperature in both zones is T; = 20 °C. The convective heat transfer coefficients
are set to h; = 3 W/(m2.K) and h, = 12 W/(mZ2.K). The h; inside the attic is calculated by the CFD
model via the co-simulation approach. The outside conditions represent a temperate climate of Rio
de Janeiro, Brazil. The inside temperature and relative humidity vary freely. Due to the much high
computational cost, a ten-day simulation was performed. Climatic data of the first ten days of Jan-
uary, taken from the Domus database, were used and are shown in Figures 4.6a - 4.6f.

2.5.2 Co-simulation results

The room air temperature evolution is shown in Figure 2.10a using two different approaches,
while Figure 2.10b presents the RMS errors using the advanced approach (Domus-CFX) as the ref-
erence value. The standalone solutions presented a maximum difference of 4.2°C with respect to
Domus-CFX model, remembering that only the attic was co-simulated with CFX due to the high com-
puter run time. CFX solves three-dimensionally and with high accuracy the energy, momentum and
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Figure 2.9: Outside conditions for temperature, relative humidity and solar radiation flux.

mass conservation differential equations, while Domus uses a lumped approach for solving an integral
formulation - based only on energy and mass balance equations - and disregard the spatial variation
of the temperature and air velocity fields that promote higher temperature predictions due mainly to
an increase on the convective and corner effects.

In Figure 2.11, the airflow effect on the temperature field within the attic can be observed due
to the multidimensional thermal asymmetry of two different materials on the attic floor - the wood
lining and the concrete slab - that causes visible differences in the air temperature field within the
attic, emphasizing the contours presented in Figures 2.11b and 2.11d.

Figure 2.12 illustrates the contour plots of air temperature and velocity fields, on a layer at half
the attic length. An important point to be considered is the asymmetry of the radiative heat flux due
to the solar radiation, which imposes a high multidimensional effect on the heat flux and magnifies
the natural convection within the attic.

Table 2.4 shows the computer run time for all performed simulations. Due to the higher compu-
tational cost of the simulation using the CFX coupling, only 10 days were simulated. The computer
time, for both approaches, include the pre-processing steps like pixel counting [54] for definition of
external solar radiation and view factor for calculation of internal long-wave radiation.

2.5.3 Applying Intelligent co-simulation methodology

This subsection aims to apply the concept of intelligent co-simulation in the co-simulation case
study, focusing on the attic CFD model as the target to be replaced by the neural network model. The
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Figure 2.10: Room air temperature (a) and Room air temperature error (b).
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Figure 2.11: Contour plots of the air local range temperature, overlaid by the velocity vector field.
Calculated at a vertical plane 5-cm above the attic floor surface.

properties of materials, geometry and boundary conditions are the same. The simulation procedure
has now two phases, training and prediction. The former performs data collection and training of the
model, while the latter replaces the co-simulated model by the neural network prediction model.

Training phase

The training period is defined as the first days of simulation for the case study, more precisely 432
time-steps (72h) are chosen. This training period is defined by means of a numerical investigation,
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Figure 2.12: Contour plots of the air local range temperature, overlaid by the velocity vector field.
Calculated at a horizontal plane in the middle of the attic.

Table 2.4: Computational times for the performed simulations.

Approach | Time (hr:min:sec)

Domus 00:00:52

Domus-CFX 656:00:00

being the minimum period that presents a satisfactory result for the prediction phase. Eight inputs
are selected in the attic boundary conditions. The training inputs are the weather temperature, zone
temperature, sky temperature, ground temperature and four solar short-wave radiation fluxes, one
for each external attic surface (indicated in Figure 2.5). The targets were defined as the two ceiling
surfaces temperatures, knowing that the attic model has two different materials between the evalu-
ated zone and the co-simulated space. As the case study uses a time step of 10 min, the test dataset
(the last training day) has the size calculated as 144 data samples.

Prediction phase

In the prediction phase, the Domus RNN model, with the calculated weights, replaces the attic
object in the simulation. For each time step, the eight input parameters are given to the prediction
model, which returns the temperature of each ceiling region.

2.5.4 Intelligent co-simulation results

The room air temperature evolution is shown in Figure 2.13a using three different approaches:
Domus-CFX as the reference value, Domus only and Domus with a RNN model representing the attic
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model. Figure 2.13b presents the RMS errors, using the advanced approach (Domus-CFX) as the refer-
ence value.

It is possible to notice that the error for the RNN model is lower than the error presented by the
standalone simulation with Domus only. The standalone model provides a mean error of 4.4e~2, with
a maximum difference of 4.2 °C in the zone temperature. On the other hand, the RNN model presents
a 10 times lower error, with approximately 3.4e~3 of mean error, and a maximum zone temperature
difference of only 0.39 °C in the prediction phase. In this case study, the training algorithm chose 6
neurons for the hidden layer.
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Figure 2.13: Room air temperature (a) and Room air temperature error (b).

Table 3.1 shows the computational time for the 10 days simulation. The main point is the com-
parison between the Domus-CFX and Domus with the RNN model, where three days of Domus-CFX co-
simulation were used to train the RNN model. This computer run time information demonstrates
how the employment of the RNN model can reduce the run time by a factor higher than six. In prac-
tical terms, more than 500 hours of simulation are saved. After performing the three-day training
period in approximately 100 hours (Table 3.1 - CFX column), the RNN model completed the remain-
ing simulation period in less than one minute (Table 3.1 - Prediction Model column).

After the training, with the prediction model trained and stored in the BPS tool, a new simulation
was performed using only the prediction model (without the co-simulation). A whole-year period
was simulated to obtain the computer run times and to compare them with the lumped model. Table
2.6 shows this comparison, where it is possible to observe that with a RNN trained model, the run
time is even lower than the one obtained by the lumped model and with a great gain of accuracy.
This result shows that the prediction model, constructed with the aid of a tool capable to perform a
detailed simulation using advanced physics models (based on unsteady Navier-Stokes formulation),
is not only useful to finish the simulation with great accuracy, but also to replace the lumped model
in future simulations if similar geometry and external conditions are used.

2.6 Conclusion

Since the seventies, the accuracy of building performance simulation has been a topic of great
concern. Building energy simulation programs usually present simplified mathematical models, such
as lumped models for calculating room air temperatures, which might create considerable differences
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Table 2.5: Computer run time for a 10 days period.

Approach Total time CFX Domus Prediction Model
(h) (min) (h) (min) (min) (min)
Domus lumped model 0.01 <1 —— - <1 —
Classical co-simulation 656 39360 656 39360 <1 0
RNN-based intelligent co-simulation ~ 101.71 6103  101.68 6101 <1 <1

Table 2.6: Computer run time for a one-year period.

Approach Total time CFX Domus Prediction Model
(sec) (sec) (sec) (sec)

Domus lumped model 11 — 11 —

RNN-based prediction model 10 0 6 4

in the representation of physical phenomena. As a matter of fact, this paper presented the simula-
tion of a single-zone building with a triangular-prism-shaped attic, comparing the results of a purely
lumped model and a CFD-coupled model. The differences appeared to be as high as 4.2°C for the
building room air temperature. Such magnitude cannot be neglected, especially considering that the
investigated case is well-behaved, with only natural ventilation. Higher differences can be expected
if more complex phenomena such as natural ventilation, infiltration or air-conditioning systems are
taken into account.

It was also shown that using co-simulation to obtain more accurate results is not a simple task,
mainly due to the high computational cost. For the case study presented in this paper, the CPU time
was increased 45000 times, which makes the use of unsteady CFD simulation not affordable in the
field of building performance analysis, at least for the computational capacity of the computers avail-
able nowadays.

To provide a solution to the drawback associated to the high computational cost of detailed com-
plex models such as unsteady CFD simulation, this paper introduced a strategy - called intelligent
co-simulation -, which consists of constructing a new model, called prediction model, capable to
provide results, as close as possible to the ones provided by the complex model, with a much lower
computer run time.

In terms of accuracy, while the standalone lumped model provided high errors and room air tem-
perature difference as high as 4.2°C, as mentioned above, the intelligent co-simulation model pro-
vided a RMS error as low as 0.34% (13 times lower than the one obtained with the standalone lumped
model) and a maximum temperature difference of only 0.39°C. Once the model is trained, the accu-
rate model can be used for yearly simulation, running even faster than the simplified purely lumped
model. Therefore, those results indicate this new strategy seems to be very promising to accurately
and rapidly bring some advanced modelling - such as those to represent multidimensional diffusive
and convective heat transfer, natural ventilation and detailed HVAC systems - to building simulation
tools.

However, a drawback still remains for the training period, where a complex model must be simu-
lated to obtain the data set necessary to construct the fast and accurate prediction model. Although
the training period is very short - a couple of days - unsteady 3D CFD simulations are costly. Some
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concerns also arise regarding the efficiency of prediction models to represent more complex phe-
nomena than those addressed in this paper, such as airflow and forced convection.

As prospective themes for further investigations of the intelligent co-simulation technique, one
can mention the use of representative climates in a pre-simulation training period, using artificially
created climates to reduce training time. Other machine learning methods should also be investi-
gated, comparing for instance, the technique based on model reduction - Proper Orthogonal De-
composition (POD) - with the RNN presented in this paper, with the purpose of reducing the training
time period. The use of a standard interface such as FMI should also be considered as soon as a CFD
tool that supports such functionality be available.

To finally conclude, the authors consider that, although the computational barrier certainly can
be further reduced with more research efforts, the results presented in this paper show that the pro-
posed intelligent co-simulation can be a significant step towards a new generation of algorithms and
BPS tools.

2.A Simulation tools: Domus and CFX

2.A.1 The building energy simulation program Domus

The whole-building hygrothermal and energy simulation program Domus is used as the BPS tool,
being able to compute the room air temperature using the lumped multizone model [7, 55] and to
provide the boundary conditions to the CFD tool. The energy balance of the zones is performed
considering heat sources from the walls, the windows, the occupants and the HVAC systems. The
Domus lumped energy balance for a zone submitted to loads of conduction, convection, short-wave
solar radiation, inter-surface long-wave radiation, infiltration, ventilation and HVAC system related
loads, is given by the equation:

_ dT; nt
Et"'Eg—PairCairVairT; (2.9)
where E; is the energy flow that crosses the room (W), Eg is the internal energy generation rate (W),

Pair is the air density (kg/m3), cqir is the specific heat of air (J/kg — K), V,;; is the room volume (m3)

and Tjy; is the room air temperature (°C).

Equation (2.10) shows the heat released by the internal porous surfaces of the building envelope
for the sensible conduction load and, in Equation (2.11), for the latent conduction load.

Qwall,S(t) = Z hc,iAi [Ti,x:L(t) - Tint(t)]; (2.10)
i=1
m
Quat,t (1) = Y L(Tix=L(O) i, i Ai[pu,n,j (£) = puine(£)], (2.11)

i=1
where A; represents the area of the i-th surface, i the convection coefficients for heat (ic) and mass
(hm), T; x=1 the temperature at the i-th internal surface of the considered zone, L the vaporization
latent heat and p, the water vapor density.

Domus has been used in a variety of studies as in [56] that presented integrated calculation of
the hygrothermal behavior of indoor climate, building porous envelope and central HVAC system.
[57] validate several cross and single-sided natural ventilation models implemented in the Domus.
Photovoltaic panels are numerically coupled in Domus in the work presented by [58]. One last example
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is the study presented by [59] to analyse the modelling level needed to successfully evaluate the heat
transfer through window glazing material in whole-building simulation.

Domus has databases of material thermophysical properties and weather files. It also has a one-
dimensional model of heat and moisture transfer in porous materials (that has been disabled for this
work). The whole program is written in C++ with an OpenGL based graphical interface, available at
http://www.domus.pucpr.br/.

2.A.2 Computational Fluid Dynamics(CFD)

As described in [60], Computational Fluid Dynamics is a computer-based tool for simulating the
behaviour of systems involving fluid flow, heat transfer, and other related physical processes. CFD
works solving the unsteady Navier-Stokes equations of fluid flow over a region of interest, with speci-
fied conditions on the boundary of that region.

Navier-Stokes equations describe the processes of momentum, heat and mass transfer and are
solved numerically solved. For Ansys-CFX, the solution of the Navier-Stokes equations is based on
the finite-volume method ([60]).

As presented in [20], the formulation for mass, momentum and total energy balances for each
control volume node are shown in Equations (2.12) to (2.14), respectively:

0p Opu;
ot 0x; ( )
ou; ou; op azui
—_— | = ;—_ — 4 , 2.13
o ot ”]axj) P8i o M(axi) (2.13)
d(phior) dp ou; 0°T ou; 0T
ALY Y ML Ay Do L 2.14
or o1 Pk T Tox? " Tiax T My (=14

where p is the density, u; the velocity in index notation, T the temperature, g the gravity acceleration,
p the pressure, i, the turbulent viscosity, /., the total enthalpy, A the thermal conductivity and 7 the
sub-grid scale stress.

Setup

The numerical solution method is defined as a high-resolution transient scheme that alternates
between the use of second-order backward Euler scheme and the first-order backward Euler scheme.
The convergence criterion is defined as a RMS error. Focusing mainly in the natural convection phe-
nomenon, it is adopted the k-Omega turbulence model, that is represented by the k-equation (Equa-
tion (4.19)) and the w-equation (Equation (4.20)):

d(pk) o 0 pey 0k ,

T‘i‘a(p ]k)—a_x][(,u'f'o__k)a_xj]+Pk_ﬁpkw+Pkbr (2.15)
d(pw) o 0 fs | 0w w 2

~or 55 PU0) = g (e g 5 |+ e P Beat + P, (210

As described in [60], in addition to the independent variables, the density p, and the velocity
vector U, are treated as known quantities from the Navier-Stokes method. Py is the production rate
of turbulence and the constants have the following values: g’ = 0.09, @ = 5/9, = 0.075, @, = 2 and
a = 2. The effect of gravity is taken into account in the buoyancy term. For the boundary conditions,
a non-slip condition is imposed at solid surfaces with a third-type boundary condition.
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Space discretization

The CFD mesh is generated by ANSYS Mesh generator, and to assure better independence of the
CFD simulation with respect to computational grid, a grid-convergence study is performed adopting
the Grid Convergence Index (GCI) method, proposed by [28]. This method provides an approach
for uncertainty assessment of grid convergence based on a grid refinement error estimator. As GCI
was originally proposed to be applied in uniform grids, an alternative option for adaptive grids was
suggested in [29] where a number of mesh nodes could be used to calculate refinement ratio. Based
on [29], the equation to calculate GCI is expressed as:

GCI=3le|l/(rP -1), (2.17)
e=(f2— M) h, (2.18)
r= (Nfine/Ncoarse)lls» (2.19)

where fj is the monitored value at a point with a fine grid; f> is the monitored value at the same point
with a coarse grid; Nf;ue and Neoarse are the grid numbers of fine and coarse meshes, respectively,
and p denotes the accuracy order of the numerical scheme.
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Introduction

3.1 Introduction

Most building energy simulation (BES) tools, developed since the 1970’s, are based on one-dimensional
(1D) diffusive heat transfer, [3—-6, 31-37]. The main reasons are due to the excessive computational
cost to perform two- or three-dimensional (2D-3D) calculations through whole-building envelopes.
Sometimes, the ratio between the computer run time and the real physical time can be even higher
than one for the computers available nowadays.

However, 1D diffusive models may lead to a lack of accuracy to represent complex physical phe-
nomena associated to non-uniform convective and radiative boundary conditions, thermal bridges
and complex geometries. As a solution to this problem, complex models representing physical phe-
nomena, generally available in specialized software, as CFD, have been coupled to the BES tools by
means of a computational procedure known as co-simulation. Basically, BES commands the simula-
tion employing its simplified models for the majority of physical phenomena. However, for a specific
physical phenomenon, the complex model available in the specialized software is used, creating ex-
change of data during the simulation. Figure 3.1a illustrates this procedure. At each time iteration
t", each model (available in the BES or in the specialized software), exchanges parameters P with
the other. Then, during the interval ¢ € [, t"*!], each model computes the field of interest (u
and v). It is important to note that during this interval the parameters P are considered as constant
in time. A more detailed review of co-simulation examples can be seen in some recent works in the
frame of the IEA Annex 60 [47] as well as [61] and [9]. For instance, [39] proposed a co-simulation
to the interactions between room airflow, heat, ventilation and air conditioning (HVAC) systems and
building envelope, within the outlooks of systems management. In [62], a co-simulation is carried
out between building simulation and urban-level programs to investigate the energy consumption of
two university campuses.

The benefits of the co-simulation in terms of improved accuracy is certainly unquestionable, as
can be noted for instance in [63], where a building simulation software is coupled with an in-house
model to take into account heat and moisture transfer in soils. However, as discussed in [61], im-
proved accuracy comes with a price: a significant computational cost. For instance, in [64], a co-
simulation was performed between a building simulation program and an in-house reduced order
model to decrease the computational cost, for simulating 2D heat and moisture transfer through a
porous wall. The latter was packaged in Matlab executable file. The co-simulation involved two
numerical solvers with data exchange through . txt files and consequently the reduction of the com-
putational cost was not the one expected with the use of model reduction methods.

As a first attempt to solve this drawback, in [61], an interesting approach, called intelligent co-
simulation, was proposed to reduce the computational cost of the co-simulation procedure based on
the coupling of two building simulation programs to accurately represent some physical phenomena.
This new co-simulation scheme consists of designing a new model, called prediction model, capable
to provide results, as close as possible to the ones provided by the complex model, with a lower run
time. The synthesis of the prediction model is based on artificial intelligence, constructed by means
of a machine learning procedure, using input and output data of a co-simulation run on a complex
model used to simulate the physics. The synthesized prediction model replaces the complex model
with the purpose of reducing significantly the computational effort with a low impact on the accuracy.
Therefore, in this intelligent co-simulation approach, the model learns from the first results of the co-
simulation to disconnect later one of the programs. At this time, as illustrated in Figure 3.1b, the
machine learning model replaces the disabled program (here model 1) with a prediction model f,
depending on the parameters P;s. The prediction model computes an approximation of the field
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gt = 1 Pl’é , 1), at alower computational cost until the simulation is finished.

Nevertheless, as discussed in [61], research is still needed to reduce the training time period. In
this way, this paper proposes to investigate the intelligent co-simulation approach, aiming to reduce
the cost of the training phase. In this sense, two machine learning models are explored, based on Arti-
ficial Neural Network (ANN) and Proper Orthogonal Decomposition (POD) model reduction method.
These two machine learning models have been selected mainly for their promising efficiencies re-
ported in literature. In [65], the NAVIER-STOKES equation is computed using ANN built approxima-
tion function. Other examples of ANN applications are also given in [43]. Results have also been
recently proposed for the POD approach with examples in literature, particularly in building physics,
as for instance [66, 67] (further references are given in Section 3.2.2).

After presenting the general approach of intelligent co-simulation in Section 4.3.3, the advantages
of both machine learning models are investigated. First, a simple case study of heat transfer is consid-
ered in Section 3.3. It enables to analyze deeper the influence of the parameters and to draw interme-
diary conclusions. In Section 3.4, a complex case of co-simulation is considered involving two simula-
tion programs, Domus and CFX, to evaluate the performance of the intelligent co-simulation approach
and the gain in terms of accuracy and computational cost.
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Figure 3.1: Schematic description of the intelligent co-simulation.

3.2 Intelligent co-simulation approach

3.2.1 General statement

The intelligent co-simulation approach was introduced in [61], considering Domus, as a building
performance simulation tool, and CFX as a CFD specialized software, which relies on the construction
of a machine learning model that can stop the communication between the two programs after a short
period of simulation and replace one of them until the end of the simulation. As illustrated in Figure
3.2, the machine learning model is composed of two sub-models: i) the training model and ii) the
prediction model. The field of interest computed by CFXis denoted by u(x, t).

The training model, ¢ € [0, 7]:

During the first phase, the co-simulation occurs normally between Domus and CFX, while the train-
ing model receives the results u (x, ) and the corresponding parameters P (as boundary conditions)
from the two software. During this phase, CFX runs continuously exchanging data at each synchro-
nization point. As noticed in Figure 3.2a, during this phase, switches 1 and 2 are ON and switch 3 is
OFFE the co-simulation is operating as usual. The training model receives the results from the CFX pro-
gram. The training phase is defined for a fixed period 7. The boundary conditions of this phase are
called the training climate. Its definition and influence are investigated in next sections.
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The prediction model, ¢ € [7,T]:

After a long enough training phase, the training model provides to the prediction model an approxi-
mation function f. The latter model is used to co-simulate with Domus and compute an approxima-
tion i (x, t) of the field u as a function of the parameter P. Thus, the CFX program is no longer used.
As noticed in Figure 3.2b, during this second phase switches 1 and 2 are OFF while switch 3 is ON.
The prediction model is implemented inside Domus (in C++ language) in order to avoid the increase
of computational time. Thus, during a whole simulation, the intelligent co-simulation is divided into
two steps, commanded by a coupling/uncoupling algorithm.

f u(x,t) P
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Figure 3.2: Schematic description of an example of intelligent co-simulation.

It should be remarked that in the case of the classic co-simulation, CFX runs continuously during
the whole simulation, exchanging data with Domus at each data synchronization point. Moreover, it is
important to note that in this study the so-called quasi-dynamic coupling strategy was used between
CFX and Domus. This strategy was selected for practical reasons, because of the high computational
time demanded by the normal co-simulation. Indeed, as it will be illustrated in Section 3.4, the co-
simulation takes around 14 h to compute the solution for one year. It should be mentioned that a
fully-dynamic coupling strategy could be used probably improving accuracy of the results but at the
price of a higher computational effort.

3.2.2 The Proper Orthogonal Decomposition as a machine learning model

To perform the intelligent co-simulation, an interesting approach is the Proper Orthogonal De-
composition (POD). Also referenced as Karhumen-Loeve decomposition or Principal Component
Analysis, it was proposed by KARHUNEN in 1946 [68] and by LOEVE in 1955 [69]. This method ex-
tracts the main information from a large set of data by projecting them into a smaller subspace. It
was developed and applied in several domains such as image processing, oceanography or weather
forecasting and it is one of the most widely used method to reduce the order of dynamic models. In
the framework of building applications, the method was firstly applied on computational fluid dy-
namics problems of turbulent flows by Lumley [70]. Then, other studies were carried out on similar
cases [71, 72], on the control of unstationary flows [73, 74], on the particle dispersion in ventilated
cavities [66] or on the temperature distribution [75]. The POD method was applied on heat diffu-
sion [76, 77], on convection [78] and on heat and moisture [67] transfer problems. As mentioned in
[79, 80], an important negative drawback of the POD is the inherent extra-computational cost. Even
if the order of reduction is lower than other approaches such as proper generalized decomposition
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(PGD) or Spectral [80], a previous computation (reported in literature as learning or warming steps)
of the solution of the problem is required to build a reduced order model. This preliminary computa-
tion is a non-negligible restriction when considering only one physical model. Here, models coupled
through co-simulation are under investigation and the POD drawback is turned into an efficient con-
venience. During the training phase, the results from co-simulation between Domus and CFX are used
to compute as a prediction model.

The POD approach searches a set of basis functions @, for which the projection of u(x, ) best
approximates the mean field [66]. It is an a posteriori model reduction method. The basis ® is built
during the training phase. During the prediction phase, the solution of the problem is approximated

by:
N
iz, 1) =) ix))0), (3.1)
i=1
where ( is the new unknown of the POD reduced order model, used during the co-simulation with
Domus.
The training model

Using the CFX program, the solution u (x, f) is known for N, x N, discrete points in the domains
Q x [0, 7]. Using these results, the correlation matrix y of the field is computed, according to the
snapshots approach:

yij = (ulx, 1), ulx, ;) ).
Then, the a posterioribasis ® is computed by solving the spectral problem:
Yo =Ad. 3.2)

Once the spectral problem given in Eq. (3.2) is solved, a truncation is performed in the POD basis
®, choosing N of the M eigenvectors. To obtain an optimal decomposition, in the energetic sense
[81], functions f (V) corresponding to the energy of the mode N, are defined:

N M -1
eN) =Y A (L Ai)
k=1 i=1

In this work, the order of the reduction N is chosen as e(N) = 0.999. In practice N is the order
of ten and M of thousands for 2D problems. According to the description of the intelligent co-
simulation and Figure 3.2, the parameter P corresponds to the discrete snapshot matrix u (x, t) and
the approximation function f is the basis ®.

The prediction model

Using an explicit time stepping scheme and the finite-difference approach, the solution u (z, t) is
obtained by solving an algebraic system of the form:

Ku"™' =Mu” + Q,

where matrices K and M result from the discretisation and Q from the boundary conditions of the
problem. It is important to note that matrices K and M may change during the time stepping, partic-
ularly if the physical problem is nonlinear or if the numerical method uses adaptive in time and/or in
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space schemes. In this study, involving linear heat transfer and constant discretisation for time and
space domains, the matrices remain unchanged over the simulation.

Once the basis ® is computed during the training phase, the POD prediction model computes the
results of the 2-dimensional heat transfer using approximation of Eq. (3.1). The temporal coefficients
( are calculated by:

o Ko = oTMO" + 9 TQ.

It can be noticed the effect of model order reduction as the new unknown ¢ of the problem to be
solved has the dimension N << M.

3.2.3 The Recurrent Neural Network as a machine learning model

Artificial neural networks were created with the purpose of being similar to the learning process of
a human brain. The main objective is the generalization of complex rules and mathematical routines,
learning the key information patterns within a multidimensional information domain. As described
in [43], neural network learning could be used to represent universal function approximation. Other
parameters like the number of layers, the number of training samples, the length of learning period,
the choice of neuron activation functions, and the training algorithm could also affect the training
accuracy. There are two major types of neural networks: (i) feed-forward and (ii) recurrent. In the
feed-forward network, the input data goes through the network in a one-way direction to generate an
output result. A recurrent neural network (RNN) has one, or more, cyclic path of synaptic connections
and is used in this study. The RNN was selected in this work thanks to its internal memories, that
enable to approximate the current solution in function of the previous results. Since we are dealing
with time dependent problems, the RNN is more appropriate. In addition, it should be noted that
there are several computational software libraries available for simple implementation in [42] with
simple examples in [44]. Interested readers are invited to consult [61] for a better review on the use of
artificial neural networks, particularly for building physics applications.

The training model

The RNN model used in this work is a supervised single hidden neuron layer with a context layer
that provides feedback from the previous outputs. This RNN structure and the feedforward method
was implemented in C++ programming language, however the training is performed by the Matlab
Neural Network toolbox, using the Bayesian regularization (BR) training algorithm. The BR updates
the weight and bias values according to LEVENBERG-MARQUARDT optimization. Furthermore it de-
termines the correct combination of minimized squared errors and weights, so delivering a network
with better quality of generalization [51, 52].

An algorithm was developed to estimate the best number of hidden neurons for each input set
of data. With the data obtained from the CFD co-simulation, results from the last day are often used
to test the accuracy of the RNN prediction model. Thus, the remaining data is used by the training
model. The algorithm executes the training procedure several times, testing at each time the perfor-
mance under the test dataset. At the end, the RNN with the lowest error ¢;,¢ on the testing data is
selected for use.

The prediction model

After the training phase has been concluded in the Matlab environment, the calculated weights
are transmitted to the selected RNN implemented in C++. The RNN prediction model is ready to
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perform the computation during the prediction phase. Two activation functions have been selected,
Hyperbolic tangent sigmoid for the output of the hidden Layer and pure Linear function for the out-
put layer [61]. Within the Recurrent Neural Network, the solution of the problem is approximated
by:

M N
v (t+dt) = fl(blyk + Y Wik Xi+ber+ Y W u(t)),
i=1 i=1

N
ia(t+dt) = fz(bz +) Wy vk(t+dt)),

k=1
where i is the approximated model output, N is the number of neurons in the hidden and context
layers, M is the number of inputs, X; is the input vector, f} is the transfer function in the hidden layer,
W k,; are the weights in the hidden layer, W i ; are the weights in the context layer, f> is the output
layer transfer function, W5 . are the weights in the output layer and b}\,xl, b? and by, are the bias
for the hidden, output and context layers, respectively. As initial condition, v(0) is equal to the input

vector.

3.2.4 Comparing the numerical solutions

To compare and validate the numerical solution, the error between the solution u(x,t) and a

f

reference solution 1™, is computed as a function of ¢ by the following formulation:

def | 1 N 2
ea(0) 2| — 3 (wim e, 0 - w0
Nx /=

where N is the number of spatial discretised points. The global uniform error ¢, is given by the
maximum value of €5 (x):

def
€00 := SUp &2(1).
te[o,l"]

As detailed in next Sections, the reference solution uef( x, t) is given by the results of the classical
co-simulation.

3.3 Numerical investigation of a simple case study

As both POD and RNN machine learning models involve many parameters influencing the per-
formance of the intelligent co-simulation, a primary simple case is considered. The physical phe-
nomenon involves a building envelope wall, where 1-dimensional heat transfer phenomenon occurs.

3.3.1 Definition of the problem

The physical problem for the wall model can be formulated as:

pcaT A—OZT—O Vx e [0,L],t € [0,T] (3.3)
E_ axz - » ’ ’ . .

The wall can be multilayered and a perfect contact is assumed at the interface between two materials.
The following convention is adopted: x = 0 corresponds to the surface in contact with the inside
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room and, x = L, corresponds to the outside surface. The boundary conditions are expressed as:

oT
Aa:he(T—Te)—qe, x=0,t>0,

oT
—Aa:hi(T—Ti), x=1L,t>0,

where h, and h; are the convective heat transfer coefficients, T, and T; are the outside and inside
temperatures, respectively, and g, the outside heat flux due to long-wave radiations. Their variations
are defined as:

Te=Teo+08e18IN(27wWe1 1) +8e2sin(2nweat), (3.4a)
Ti=Tio+0i1 sin(aniJ t) , (3.4b)
20, (3.40)

Ge = qeosin(2mwgen t)

An uniform initial distribution temperature is considered:
T = Ty, Vx e [0,L],t=0.

The issue is to compute the surface temperature Ts = T(x = L, t) for t € [0, F] by solving the
problem defined above using POD and RNN machine learning models. To accomplish this, the com-
putation is divided into two steps. During the training step, the problem is solved for ¢ € [0, 7] using
the improved explicit DUFORT-FRANKEL scheme. Interested readers may consult [82] for a descrip-
tion of the numerical scheme. For the sake of simplicity and without loosing the generality of the
analysis, the numerical study has been carried out using the Matlab environment. Results from this
simulation are used by the POD and RNN training models to build a prediction model. Then, during
the prediction phase, the problem defined by Eq. (3.3) is computed using the POD and RNN predic-
tion models. Results from both approaches are compared to the reference solution computed with
the DUFORT-FRANKEL scheme.

It should be mentioned that the whole problem is written using a dimensionless formulation
when performing the computations, enabling to determine important scaling parameters such as
the (B10T and FOURIER numbers). Henceforth, solving one dimensionless problem is equivalent to
solve a whole class of dimensional problems sharing the same scaling parameters. Then, dimension-
less equations can be used to estimate the relative magnitude of various terms, and thus, eventually
to simplify the problem using asymptotic methods [83]. Finally, the floating point arithmetics is de-
signed such as the rounding errors that become minimal if one manipulates the numbers of the same
magnitude [84]. Moreover, the floating point numbers have the highest density within the interval
(0, 1) which decays exponentially when we move further away from zero. So, it is always better to
manipulate numerically the quantities at the order of ©(1) to avoid severe round-off errors and to
likely improve the conditioning of the problem in hands.

3.3.2 Numerical application

The case study considers a wall length L = 0.1 cm. The initial temperature in the zone and
the wall is T; = 20 °C. The convective heat transfer coefficients are set to h; = 8.7 W/(m2.K) and
he = 23.3 W/(m?.K). The material properties of the wall correspond to those of concrete: A =
1.75 W/(m.K), ¢ = 1000 J/(kg.K) and p = 2200 kg/m3 and those of brick: A = 0.745 W/(m.K),
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¢ =920 J/(kg.K) and p = 1900 kg/m3. The following numerical values are considered for the out-
side and inside boundary conditions:

1 1
Tey():ZOOC, 6&1:—4.40(:, we,lz—h_l 66’2=—11_7°Cy we,2:_h_1,
8 50
Tio=20°C, 8;1=146°C, @i1=—h"  goo=500W/m2, gy = —h-L
1, ) I, . ) i, 100 e, ) qe, 10 .

The total simulation horizon isT" = 100 days.

Training phase

The problem is first solved for 7 = 34 days using the DUFORT-FRANKEL explicit scheme. The train-
ing climate corresponds to the boundary conditions from Eq. (3.4) for r € [0, 7], as illustrated in
Figure 3.3a. Results are used by the training models to compute a prediction model. For the POD
training model, a reduced model of order N = 3 is built. With the RNN training model, a network
with number of neurons M = 3 is defined.

Prediction phase

Using the prediction models, the problem is solved for ¢ € [0, '] using the boundary conditions
shown in Figure 3.3b. The surface temperature variations are given in Figure 3.3c. A very good agree-
ment can be observed between the POD and RNN solutions, compared to the reference one com-
puted using the DUFORT-FRANKEL approach. The error ¢ is of the order @(10~*) as shown in Fig-
ure 3.3d. The error of the RNN prediction model is lower for ¢ € [0, 7], as this period corresponds to
the same simulation carried out during the training phase.

A parametric study on the duration of the training phase has been carried out. For each value of
parameter 7, the £» error has been computed with the reference solution, as shown in Figure 3.4.
The error of the POD prediction model is relatively constant at @ (10~%), which is consistent with
the energy criterion defined in Section 3.2.2. For this model, a short duration of the training phase
T = 2 days is sufficient to provide an accurate prediction model. It is important to note that a lower
error could have been obtained by defining a higher energy criterion and therefore building a reduced
model with a higher order. The error of the RNN prediction model becomes satisfactory for a dura-
tion of the training phase 7 = 32 days. After this value, the error is lower than the one for the POD
prediction model. Even if the error remains completely acceptable, it can be noted that the error has
important variations due to the random initial guess of the RNN weight basis used when building the
prediction model.

The POD and RNN prediction models are approximation functions built using the output T’s. If
we look carefully at the training climate for ¢ € [0, 32] days, it corresponds to a period for which the
training models receive almost the whole range of values of the T field. After the value v = 32 days,
the error decreases and the prediction models become more accurate. During this numerical study;,
it has been noted that the order of the POD prediction model and the number of nodes of the RNN
prediction model remained stableat N = M = 3.

Two intermediary results may be highlighted from this simple case study. First, both approaches
enable to build accurate prediction models of the T’ field, based on a training phase shorter than the
simulation horizon of the considered problem. The POD prediction model requires a shorter training
phase than the RNN. Second, the accuracy of the machine learning models increases if the training
models receives a wider range of values of the field T's to build the prediction models.
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Figure 3.3: Temperature boundary conditions of the training phase (a), of the prediction phase (b) and
evolution of the temperature surface for the RNN and POD prediction models (c) with their respective
errors (d).

3.4 Intelligent co-simulation for whole-building energy simulation with
2-dimensional diffusive problem

The previous case study considered a single wall with 1-dimensional heat transfer. The purpose
was to investigate and understand, for a simple case, the influence of the numerical parameters of
both POD and RNN machine learning models. It has been highlighted that both approaches enable
to compute an accurate function approximation of the interested field based on a training phase
shorter than the simulation horizon of the considered problem. In this Section, the issue is to focus
on a more complex problem of co-simulation involving the Domus and CFX programs, to solve a purely
2D diffusive problem as illustrated in Figure 3.5.
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Figure 3.4: Error ¢ as a function of the number of the training days.
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Figure 3.5: Schematic description of the case study.

3.4.1 The whole building energy program Domus

Domus is used as the whole-building energy model, as it has already been prepared to co-simulate
with CFX. It enables to compute the air temperature in the zone using the lumped multizone model.
Domus has one-dimensional models of heat and moisture transfer through porous materials, that
have been disabled for this work. The whole program is written in C++ and is available at http:
//www .domus . pucpr . br/. Interested readers may refer to [55] for further documentation.

3.4.2 The 2D Wall Model

The wall model computes the evolution of temperature considering 2-dimensional unsteady heat
transfer and can be described by:
oT 0*T °T

pc——-A =0, V(x,y) € QxxQy,t >0,

ot dx? ay? (8-5)

The spatial domains are defined as Q, = [0, L] and Q, = [0, L, |. The wall can be multilayered and
a perfect contact is assumed at the interface between materials. The inside and outside temperatures
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and heat fluxes influence the facade of the wall through the boundaries conditions:

oT

Aa:he(T_Te)'f'qer VyEQJ/’x:O’t>O’
oT

—AEZhi(T—Ti)"'% VyeQy,x=Lxt>0.

The temperatures T, and T;, the convective heat transfer coefficients &, and h;, and the heat fluxes
de and q; stands for the outside and inside boundary conditions of the walls. The other boundaries
are considered as adiabatic: /lg—)T/ =0, Vxe Qg y=1{0Ly},¢ > 0. The initial temperature in the
wall is considered as uniform: T = Ty, V(x,y) € QxxQy,¢ = 0. Problem of Eq. (3.5) is solved
using CFX program, based on the finite-element method and a sufficiently converged grid using a
second-order backward Euler scheme.

3.4.3 The co-simulation between CFX and Domus

The co-simulation is carried out using software CFX for the wall 2-D heat transfer and Domus for
the inside air zone. The programs are coupled using a direct approach written in C++, i.e., the con-
vergence of the whole model is checked at each time step, being Domus the master of the simulation.
At the initialization stage, Domus defines the material properties of the wall (A, p, ¢), the outside and
inside convective heat transfer coefficients (h;, h.) and the coupling time step between both pro-
grams. At each time step, Domus provides the outside and inside boundary conditions (T;, T¢, g, qe)
to CFX. After computing the field within the wall, CFX returns to Domus the internal surface averaged
temperature T, defined as:

_ 1 rL

y
TS:_ T(Lx,y)dy.
Ly Jo

Interested readers are invited to consult [61] for further information on the coupling between Domus and
CFX. The POD and RNN machine learning model are integrated in Domus in C++ code. The algorithm
of the first one is generated using Matlab platform. For the RNN approach, the training model is
performed using Matlab platform whereas the prediction model algorithm has been written by the
authors directly in Domus.

3.4.4 Numerical results and discussions
Description of the case

The issue is to use the intelligent co-simulation approach to perform a whole-building energy
simulation for the case study illustrated in Figure 3.5. For the numerical application, the material
properties of the wall are: A = 1.75 W/m/k, ¢ = 1000 J/kg/K, p = 2200 kg/m? for the concrete and
A = 0.75 W/m/k, ¢ = 920 J/kg/K, p = 1900 kg/m? for the brick. The outside climate is the one for
Curitiba, Brazil (Latitude: 25°S, Longitude: 49°W) from the Domus database. The inside condition
is set as a sinusoidal variation given in Figure 3.6. The inside and outside convective heat transfer
coefficients are h; = 7 W/m?/K and h, = 25 W/m?/K, respectively. The time step is set to 1h and
the total horizon time simulation is 1 year.

Figure 3.10a shows the reference solution, which has been obtained by simulating the case with
a normal co-simulation between Domus and CFX. The last week results are zoomed in and shown in
Figure 3.10b. The spatial average temperature at the inside surface is compared to the one obtained
by performing a simulation with only Domus, which considers only 1-dimensional transfer through
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Figure 3.6: Inside and outside boundary conditions.

the wall. The error between the 1D simulation and the 2D co-simulation is given in Figure 3.11.
These results highlight the importance of considering 2-dimensional transfer in the wall and justify
the use of co-simulation between the two programs. Nevertheless, as reported in Table 3.1, the co-
simulation requires more than 14h using Intel i7 CPU and 8GB of RAM to compute the solution. About
80% of this time is devoted to CFX and 20% only for the communication between both programs. The
1D simulation using only Domus took less than 2 min. These results state clearly the problem of co-
simulation, which enables to predict with a better accuracy the physical phenomenon, but at the
price of a huge computational cost. Analyses of the new results show the benefits of the intelligent
co-simulation approach to decrease the computational cost without loosing the accuracy of the re-
sults.

Training phase

The space discretisation corresponds to Ax = 4 mm and Ay = 10 mm. Thus, for the CFX model,
at each time step an algebraic system of 6681 equations has to be solved. The definition of the train-
ing climate is an important point. The spectrum analysis of the equivalent outside temperature is
illustrated in Figure 3.7. The 24h period is responsible for 10% of the total energy spectrum, while the
periods for 1 year and 12h account for less than 1.5%. According to this analysis, the training climate
is defined on daily sequences of outside temperature and heat flux. The training phase is first set to
T = 15 days. To provide a robust training, it includes the hottest and coldest days of the year, calcu-
lated with a daily average. The sequence is built by including the days before and after those extreme
days. Allin all, the training climate has eight hot days and seven cold days (08"'-16™ of December and
09"-16™ of June), as shown in Figure 3.8. For the city of Curitiba - Southern Hemisphere, the daily
variation appears clearly for the cold days. There are important variations for the heat flux between
the cold and hot days. The hottest and coldest days of the year define the limits of the interval of
temperature variations within the wall. By defining the training climate as a function of those days,
it enables to produce data (here the average surface temperature) for the upper and lower range of
the input data for the prediction models. Therefore, it ensures a more robust prediction model when
computing new data from input data within that range.
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As mentioned before, during the training phase, the POD and RNN training models collect the
results of the field of temperature within the wall, obtained by the CFX program. Figures 3.9¢-3.9f
provide the 2D temperature fields at specific time instants of the training climate. These instants are
also reported in Figures 3.9a and 3.9b, showing the variation of the outside temperature and heat flux.
The inner surface (x = 0.2 m) is warmer as the inside zone temperature arises 20 °C. At ¢t = 13 h, there
is an important gradient of temperature as the outside conditions reach almost their higher magni-
tude. The different thermal behavior between the concrete and the brick is highlighted. Similarly, at
t = 16 h, the temperature gradient has a high magnitude as the snapshot is taken after the peaks of
temperature and heat flux. At the end of the day, the temperature is almost homogeneous and the
wall starts cooling at ¢ = 20 h as the outside heat flux equals to zero, and the temperature decreases.
The different thermal behavior between the concrete and the brick is highlighted. The concrete has a
higher diffusivity implying that the heat diffusion through the wall is faster.

At the end of the training phase, to build the prediction model, the POD training models use the
wall temperature snapshot matrix composed of of 6681 x 360 elements. Using the energetic criterion
described in Section 3.2.2, the prediction model of order N = 8 is built. The RNN prediction models
are built with 5 nodes.

ISl (%)

1077 1076 10°° 107
f (Hz)

Figure 3.7: Power spectrum of the yearly outside equivalent temperature T of Curitiba.

Prediction phase

During the prediction phase, the co-simulation between Domus and CFX is interrupted. The co-
simulation is only operated between the RNN or POD prediction models. Figure 3.10c shows the
variation of the spatial average temperature for the last week of the simulation. A very fine agreement
can be noticed for both POD and RNN prediction models. The time evolution of the error is also
provided in Figure 3.11. The error of the POD prediction model remains lower than 102, which is
consistent with the energy criterion considered to generate the POD prediction model. The error of
the RNN prediction model slightly increases during the winter period (¢ € [120, 250 days). However,
the error remains totally acceptable compared to the 1D simulation approach.

As the training phase is of capital importance in the accuracy of the prediction models, a para-
metric study has been carried out on the duration 7 of the training phase. Figure 3.12a shows the
variation of the error as a function of 7. It can be seen that the accuracy of the POD prediction model
does not vary much. The error remains at the order @(1072). A training phase of 7 = 2 days would be
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Figure 3.8: Evolution of the outside incident radiation heat flux (a) and temperature (b) of the training
climate.

enough to provide an accurate simulation. On the contrary, the error of the RNN prediction model de-
creases with the duration of the training phase. A training phase of minimum 7 = 8 days is necessary
to have an accurate RNN prediction model. The order of the POD prediction model varies between
N € [7,11]. The number of nodes of accurate RNN prediction model varies between M € [5,7].
During this parametric study, it has been noted that the computational run time of the RNN pre-
diction model is multiplied by almost two, when passing from a node number M = 6 to M = 7.
Therefore, the maximum number of nodes has been setto M = 7.

According to these results, the computer run time has been evaluated for each approach and re-
ported in Table 3.1. As mentioned before, the CPU time using the classical co-simulation approach
requires 14 h to compute the solution, which is significant. Using the intelligent co-simulation, the
total CPU time decreases to 88 min and to 136 min, for the POD and RNN based approaches, respec-
tively. The main advantage of the proposed strategy is to reduce exponentially the CPU time of the co-
simulation. The reduction is mainly due to two aspects. First, at each time step, the spatial averaged
temperature distribution is computed using a fast (POD or RNN) prediction model, instead of using
CFX to compute the temperature field in 6681 spatial points. Furthermore, the co-simulation be-
tween CFX and Domus programs is cut. As the prediction model is included into Domus, no exchange
data is required after the training phase. According to Table 3.1, almost three hours of the classical
co-simulation are saved.

To reach a satisfying accuracy, the RNN intelligent co-simulation requires a longer training phase
than the POD approach (r = 2 days against T = 8 days). Thus, as noticed in Table 3.1, the training
phase of the RNN intelligent co-simulation is almost four times longer. Nevertheless, an interesting
point is that the RNN prediction model is much faster than the POD ones (2 min against 54 min). Two
reasons may explain this significant difference. First, the POD prediction model computes the field
in the whole spatial domain of the wall, whereas the RNN one only computes the spatial averaged
surface temperature Ts. Moreover, at each time step, the POD algorithm must perform the operation
® - (, according to Eqg. (3.1), to recompose the physical field in the wall (and then compute the spatial
average surface temperature). This computation implies a full big matrix ® (6681 x 6681). Then, the
implementation of the POD in Domus program has been done by generating a C++ code using Matlab
coder whereas our own RNN prediction model algorithm has been written. Some improvement of
the POD algorithm may be still done to decrease the total CPU time of this approach.
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Figure 3.9: Outside heat flux (a) and temperature (b) evolution during the 8/" day with the temper-
ature fields within the wall computed with the co-simulation between CFX and Domus, during the
training phase (c—f).
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Figure 3.10: Evolution of the surface temperature during the whole year (a) and during the last week
(b-0).

Table 3.1: Computational time of the co-simulation.

Case Total time CFX Domus Data exchange
(hy  (min) (%) | () (min) (%) (h)y  (min) (%) | (A (min) (%)
1-D simulation with Domus 0.03 2 <1 - - - 0.03 2 <1 - - -
Classical co-simulation 14.8 888 100 12 720 80 | 0.001 0.06 <1 | 28 168 20
POD-based intelligent co-simulation ~ 1.46 88 9.9 | 0.56 34 3.8 0.90 54 6 0.02 1.2 <1
(t = 2days)
RNN-based intelligent co-simulation ~ 2.25 135 15.2 | 2.21 133 14.9 | 0.03 2 <1 | 0.08 4.8 <1
(tr = 8 days)
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Figure 3.11: Time evolution of the error € with the reference solution.
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Figure 3.12: Variation of the error € (a) and of the POD order and RNN nodes number (b) as a function
of the duration 7 of the training phase.

Complementary tests: improving the training climate

One important point of the intelligent co-simulation is the definition of the training climate in
order to build a robust and accurate prediction model. In the previous case, the training climate
was defined according to the hottest and coldest days. However, the outside radiation flux was not
considered in this approach and might have an important influence on the accuracy of the predic-
tion models. The improvement proposed here consist of creating a training climate considering the
equivalent outside temperature:

The equivalent outside temperature is calculated for the whole climate of the case study. The hottest
and coldest days, based on a daily-averaged computation, are selected and ordered. Then, the train-
ing climate sequence is built according to the sequence order defined in Figure 4.13. The same pro-
cedure is adopted for the coldest days. This sequence enables to simulate the problem for the hottest
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Figure 3.14: Variation of the outside equivalent temperature T for T = 2 days (a) and 7 = 6 days (b).

days increase and coldest decrease of temperature, respectively. According to this procedure, the
variation of the outside equivalent temperature is shown in Figure 3.14a, for 7 = 2 days and in Fig-
ure 4.14, for T = 6 days. It should be underlined that the equivalent outside temperature is only used
to built the sequence of the training climate composed of the outside variations of temperature and
solar radiation heat flux. The equivalent outside temperature is not used as boundary conditions for
the training phase.

The intelligent co-simulation approach, with a training phase T = 2 days for the POD prediction
model and 7 = 6 days for the RNN prediction model, is used to compute the solution of the case study.
The time variation of the error is given in Figure 3.15. As for the previous case, the error remains at the
order @(1072). By comparing Figure 3.11 and Figure 3.15, the use of this improved training climate
enables to reach a better accuracy to represent the physical phenomenon. A very good agreement can
be noticed in Figure 3.16 between the solutions. Moreover, the computational time of the intelligent
co-simulation is reduced due to the shorter training phase.

The error as a function of the duration of the training phase 7 is given in Figure 3.17. With this
improved training climate, only 7 = 6 days are now required to build an accurate RNN prediction
model. For the POD prediction model, the minimal training period remains 7 = 2 days.

56



Intelligent co-simulation for whole-building energy simulation with 2-dimensional diffusive
problem

T T T T T T T
——POD 7 = 2 days
——RNN 7 =6 days

10°

50 100 150 200 250 300 350
t (days)

Figure 3.15: Time evolution of the error.

24
23 f

_ 2t
>
=

211

——POD 7 = 2 days |
---------- RNN 7 = 6 days
- - = Reference

20 r

19 ! ' :
358 360 362 364

t (days)

Figure 3.16: Evolution of the inside spatial average surface temperature during the last week of the

year.

10° "
X RNN
X o POD
X
107}
2
w
102 X x
® ® ® ® ).(
0 2 4 6 8 10
7 (days)

Figure 3.17: Variation of the error as a function of the duration 7 of the training phase.

57



Conclusion

1SEl (%)

1077 1078 107 1074 1077 1078 107 107
f (Hz) [ (Hz)
() (b)

Figure 3.18: Power spectrum of the yearly outside equivalent temperature 75 of Miami (a) and Paris
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Complementary tests: other climates

To evaluate the robustness of the intelligent co-simulation approach, complementary tests are
carried out. The same setup as the one described in Section 3.4.4 is considered. The simulations
are performed for two climates, Miami (Latitude: 25°N, Longitude: 80°W) and Paris (Latitude: 48°N,
Longitude: 2.2°E), which are rather different from Curitiba. Miami and Paris have, respectively, low
and high thermal amplitudes over the year.

As shown in Figures 3.18a and 3.18b, the frequency of 24h is responsible for 10% of the energy
spectrum of the equivalent outside temperature for both climates. The training climate is defined
according to the procedure described in Section 3.4.4. The variation of the equivalent temperature is
given in Figures 3.19a- 3.19d for both climates. Therefore, from this analysis and from the previous
results, the training phase is set to 7 = 2 days and 7 = 6 days for the POD and RNN machine learning
models, respectively.

Figures 3.20a and 3.20b show the error of both prediction models with the reference solution com-
puted with the normal co-simulation between CFX and Domus. For both cases, the error remains
at the order @ (10~2), highlighting a very satisfying accuracy. Moreover, it can be observed that the
co-simulation enables to improve the representation of the physical phenomenon compared to the
1-dimensional simulation performed with the standalone Domus program. A good agreement is no-
ticed between the solutions as shown in Figures 3.21a and 3.21b. In addition, the gains observed in
terms of computational time are similar as the previous case. The intelligent co-simulation requires
10% and 15% of the classical co-simulation for the POD and RNN approaches, respectively. These
results highlight the intelligent co-simulation, that is capable to compute an accurate solution of the
problem, for different climates and enables to be confident according to the proposed methodology.

3.5 Conclusion

Building simulation tools have been coupled through a computational procedure known as co-
simulation, in order to extend their capabilities and to perform accurate whole-building energy simu-
lations. However, the total computational effort may increases exponentially, particularly when using
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Figure 3.19: Variation of the utside equivalent temperature T, of Miami (a-b) and Paris (c-d) for
T = 2 days (a-c) and T = 6 days (b-d).

CFD software. In the investigated case study, the co-simulation required 14 h to perform a whole
building simulation with 2-dimensional heat transfer.

In this context, this manuscript proposed to explore deeper an innovative approach, called in-
telligent co-simulation [61]. The method is based on the use of a machine learning model aiming
at reducing the computational efforts. It is divided into two steps. During the training phase, the
co-simulation operates normally between the two programs, while a training model learns from the
results. After a long enough training period, the co-simulation is modified, replacing one of the pro-
grams by a prediction model, capable of computing accurate results, at a lower computational cost.
This paper explored the features of two machine learning models, based on artificial neural network
and POD model reduction method within the context of a co-simulation between Domus and CFX pro-
grams.

First, both machine learning models have been tested on a simple case study, to rapidly run and
highlight intermediary and easy-to-understand results that could benefit, in principle, more complex
building models. Both approaches enable to build accurate prediction models, based on a training
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phase shorter than the simulation horizon of the considered problem. Moreover, the accuracy of the
machine learning models increases when the training models receive a wide range of values of the
interested field to build the prediction models.

From this intermediary results, a more complex case has been studied, based on the co-simulation be-
tween Domus and CFX programs, to perform a whole building energy simulation of 2-dimensional
diffusive heat transfer. The POD and RNN machine learning models have been implemented in the
Domus program, reducing the computational cost due to data exchange, during the training phase,
while the co-simulation between Domus and CFX normally runs. At each iteration, Domus provides
the boundary conditions to CFX that returns the internal surface spatially averaged temperature. The
machine learning models learn from CFX results. The definition of the training climate is a crucial
point in the methodology. Here, its definition is based on a sequence of hot and cold days, defined on
an analysis of the daily average equivalent outside temperature.

At the end of this phase, the RNN training model builds an approximation function to compute
the spatially averaged temperature. The POD training model builds a reduced order model that en-
ables to compute the temperature distribution within the wall. Then, during the prediction phase,
the machine learning models disconnect Domus and CFX and replaces CFX. The co-simulation is thus
performed between Domus and either POD or RNN prediction models for the whole simulation time.
This innovative approach of co-simulation has been tested for several configurations, in terms of
outside climate and duration of the training phase, showing promising results. The intelligent co-
simulation enabled to reduce by ten the computer run time compared to the classical co-simulation.
Where the classical approach required 14h, the POD and RNN machine-learning-based models re-
duce the total time to 88 min and 135 min, respectively. The accuracy of the physical phenomenon is
respected with an error, with the reference solution, at the order of @ (10 ~2) for both approaches.

If the results are very satisfying for both approaches, the POD and RNN machine learning models
have important differences. For the studied case, the POD based intelligent co-simulation seems to
be more accurate and requires a shorter training phase (around 2 days for a total horizon simulation
of 1 year). This advantage is due to the fact that the POD machine learning is based on a reduced or-
der model built upon the governing differential equations of the problem. However, it limits the POD
machine learning model to the physical phenomenon investigated, i.e., the 2-dimensional diffusive
heat transfer. If the RNN based intelligent co-simulation needs a longer training phase (around 6 days
for a total horizon simulation of 1 year), the machine learning model is more generic. In other words,
it does not depend on the physical phenomena considered. As it is implemented in the Domus pro-
gram, it could be directly used for another case study. As an example, the same RNN based intelligent
co-simulation was used in [61] to analyze 3-dimensional heat transfer by diffusive, radiative and con-
vective mechanisms.

This article opens interesting opportunities for further works. This innovative approach of co-
simulation may be tested for other physical phenomena such as the convective heat transfer in build-
ing enclosures. Other approaches should be tested, as for instance, radial basis functions [85] or time
series forecasting [86] to compute approximation functions. An important aspect that deserves more
research effort is the definition of the training climate to build a robust machine learning model.
Nevertheless, the simulation time of the training phase has to be shorter to limit the computer run
time of the co-simulation. To improve the training climate, some sampling techniques of the input
parameters for the machine learning model should be also investigated as well as accuracy control
algorithms.
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Introduction

4.1 Introduction

Presently, the Building Performance Simulation (BPS) tools are the only ones capable to per-
form whole-building energy simulation, where different physical phenomena need to be simulta-
neously simulated. Although developed since the 1970s, the BPS tools available nowadays are still
commonly based on simplified mathematical models. For instance, most BPS tools consider only
one-dimensional heat transfer through the envelope to calculate the indoor conditions and energy
consumption, as reported in [3-6, 31-37]. Most of these tools are also based on the air lumped model
to estimate the building zone air temperature. Not only within the building and its constructive ele-
ments, the simplifications also occur in the boundary conditions. For example, as presented in [87],
the most common methods implemented in BPS tools for calculating the sunlit area on surfaces have
great limitations with respect to the shape and complexity of the geometry. In addition, the compu-
tational time is usually high for the complex geometries and shadowing elements [88]. In behalf of
these simplifications, the whole-building simulation can be performed in a reasonable computer run
time.

However, simplification in the BPS physical models may lead to lack of accuracy to represent com-
plex phenomena associated to non-uniform convective and radiative boundary conditions, thermal
bridges and complex geometries. For instance, in [89] a discussion is provided about how complex
three-dimensional heat transfer computations are important to properly describe the thermal be-
haviour of hollow blocks, widely used in structure of residential buildings and factories. In [90], the
importance of sun patch and 3-D heat transfer on the accuracy of building thermal prediction and
thermal bridges assessment is presented.

There is a wide variety of software to simulate a specific physical phenomenon with complex
mathematical models providing, in general, accurate and reliable results, such as Computational
Fluid Dynamics (CFD) tool. Although the tools are available, the main challenge is to explore these
specific tools solving capabilities in BPS tools. One solution proposed in the literature is the so-
called co-simulation approach [8, 9], also known as external coupling [12]. This strategy is a com-
putational procedure that connects BPS tools with specialized software equipped with models based
on advanced physics, so that it can be seen as an evolution of BPS tools [61]. In the field of building
simulation, co-simulation can be described as the BPS tool, operating as a master, commanding the
simulation and applying its simplified models for most of the physical phenomena covered by the
simulation. However, for a specific phenomenon, a specialized tool with a complex physical model is
used. As a consequence, there is a flow of data exchange between the tools during the entire simula-
tion period.

The benefits of the co-simulation are certainly remarkable in terms of improved accuracy in build-
ing performance simulation. However, as discussed in [49] and [91], improved accuracy comes with
a significant increase in the computational cost. As a first attempt to solve this drawback, in [49], an
approach, called intelligent co-simulation, was proposed to reduce the computational burden of the
co-simulation between a building simulation program and a CFD tool, while keeping a great level of
accuracy. In short, the approach consists of designing an artificial intelligence-based model - called
prediction model - for a given specific phenomenon, capable to provide results as close as possible
to the ones provided the complex model implemented in the CFD tool, but much faster to simulate.
The co-simulation strategy is further explored in [91], where the training time is reduced by apply-
ing features like improved training climates. Further references about co-simulation and intelligent
co-simulation are given in Sections 4.2 and 4.3.

Aiming to bring more improvements of BPS analysis with advanced physics, including multidi-
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mensional effects, airflow and sun patch description, this chapter presents three contributions. First,
a state-of-the-art simulation is presented considering the accuracy of a CFD tool to calculate the 3-D
heat transfer and natural convection inside a two-storey building. Regarding the solar radiation, the
pixel counting (PxC) technique implemented in the Domus software is used to locate with great accu-
racy the shape and surface region where the direct solar beam hits the building internal and external
surfaces. To explore all the potential of the PxC technique, two trees described in terms of a com-
plex geometry are used as shading elements, thus showing that even the most complex shadows can
be included in the simulation of 3-D buildings by using the co-simulation technique. Related to the
first contribution, the second one provides a new model for radiation in building enclosures that has
been implemented in the Domus software to include the complete radiation evaluation at the internal
surfaces. Besides the use of PxC technique, the radiation distribution model uses Domus view factor
algorithm for distribution of reflected radiation and long-wave radiation heat exchange. The third
contribution is the application of the intelligent co-simulation technique to this state-of-the-art case
study, being the most complex application performed so far by means of this innovative technique,
that enables to accurately and rapidly predict 3-D heat transfer and airflow in a more realistic way.
Therefore, the present chapter demonstrates more deeply the predictive potential that intelligent co-
simulation can bring to the field of building simulation.

The chapter is organized as follows. In Section 4.2, a brief literature review about the different
subjects involved in this work is presented. The methodology is provided in Section 4.3, while co-
simulation and intelligent co-simulation results are presented in Section 4.4.

4,2 Literature Review

In this section, a brief literature review about the different subjects involved in this work is pre-
sented. First details are presented on the importance of radiation models and on how the sunlit area
is taken into account. Then, a review is conducted in terms of the importance of detailed 3-D thermal
simulation on the accuracy of building performance simulation. Further details on the co-simulation
procedure and applications in the field of building simulation are presented. Finally, it is presented
an overview of the concept of Machine Learning and its applications.

4.2.1 Radiation Models

The accurate evaluation of solar radiation in building is essential to predict the buildings thermal
behavior and energy consumption. Comparisons among BPS tools were performed in [92], revealing
large differences in the solar gain calculation results. The main reason is the lack of calculation of
reflections by most of the methods. Also described by [92], an appropriated method must take into
account that a large part of the transmitted radiation can be lost through re-transmissions, via reflec-
tions or directly, through the glazed surfaces. As an example, related studies such as [93] conclude
that the location where the solar beam radiation is projected can impact on the heating demand.
However, according to [94], beam solar radiation through a window is generally taken into account
by the available algorithms in an overly simplified way, considering that all the flux hits the floor. It is
also common to assume time-invariant distribution coefficients: for example, 60% of the radiation is
assumed to reach the floor and the rest is user-defined [90].

The most employed methods in BPS tools for calculating the sunlit area on surfaces are based
on trigonometric and projection-clipping operations [95-99]. Programs such as ESP-r, BLAST, DOE-
2, TRNSYS and EnergyPlus adopt those methods that may present numerical limitations in terms of
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accuracy and computational time when dealing with complex geometries [87]. According to [100],
it is a common practice to model the geometry of the building in a more simplified way to generate
compatible geometric models with the simulation tool, which can lead to large differences between
simulation and reality. Themselves proposed an approach for direct solar shading calculations, called
pixel counting technique, based on computer graphic methods (OpenGL) with hardware support.
First proposed by [101], the pixel counting technique can calculate, for each time-step of simulation,
the sunlit area on the building envelope. Basically the technique renders the building scene using
orthogonal projection from the vantage point of the Sun and the sunlit area on each surface is com-
puted by determining the number of visible pixels. For a detailed discussion of the technique, the
reader may refer to [26, 87].

Pixel counting technique has been recently implemented in Domus software (Figure 4.1), that
also presents a graphic interface for building modelling based on OpenGL. PxC was implemented
in Domus following the original approach proposed by [101] in 1994 and the extended approach pro-
posed by [26] in 2012. Currently, the pixel counting is used to calculate the sunlit fraction and direct
solar energy on exterior surfaces. Though the implementation of PxC in Domus enables to evalu-
ate the sunlit area on internal surfaces, this information has not yet been considered in the building
energy balance, and this improvement is one of the contributions of the present work.

Figure 4.1: Domus using Pixel Counting technique for complex shading calculation for a tree repre-
sented by a very complex geometry.

4.2.2 Detailed Building Simulation

Contemporary BPS tools are typically used to predict performance of buildings for long periods
such as a whole year. As a result, the representations of certain phenomena are simplified, or even
neglected, for instance, the 1-D treatment of heat conduction through the building envelope. These
simplifications certainly reduce the precision to represent complex physical phenomena associated
to non-uniform conditions of convective and radiative boundaries, thermal bridges and complex ge-
ometries. Such subjects have been studied in many publications, for example, in [90] the effect of a
more complex 3-D thermal analysis in low energy buildings is described. As presented in [90], the
3-D thermal envelope model is more accurate to describe the air, the surface temperature field and
the heating load requirement. Comparisons with a 1-D thermal model and on-site experiments pre-
sented important discrepancies for the assessment of surface temperatures and heating power when
using a simplified model. Moreover, a 3-D model is more adapted than 1-D models when the ob-

65



Literature Review

jective is to evaluate the behavior of surfaces composed of different materials with different thermal
masses [102].

In [89], a study related to hollow blocks shows that complex 3-D heat transfer are indispensable
to properly describe the thermal behavior, with 9% to 14% of total losses of a system due to thermal
bridges. However, due to the prohibitive computational time necessary to use these complex mod-
els, reduced models have been proposed as an alternative to improve the evaluation of hollow block
walls. In [64], a reduced model was also proposed, using Proper Generalized Decomposition (PGD) to
predict the 2-D heat and moisture transfer through a building envelope. However, computer run time
even with a reduced model for a purely diffusive problem has still been shown to be too expensive.

In addition, the evaluation of heat losses through thermal bridges and their effect on the overall
building performance represent a difficulty frequently faced in building simulation [103]. The dy-
namic effect of thermal bridges on the building energy performance is evaluated in [104] using WUFI
Plus software, modeling the thermal bridges using a 3-D dynamic method and the equivalent U-value
method. Simulation results show that the annual heating load is underestimated by 12.5-14.8% using
the equivalent U-value method compared to the 3-D dynamic method.

Computational Fluid Dynamics (CFD) is currently an option to perform more complex predic-
tions in buildings physics. According to [105], the major difficulty with CFD - especially in three
dimensions - is that the calculations are very slow and require large amounts of memory. An interme-
diate approach that allows to determine the airflow pattern inside a room without the computational
investment of CFD is the “zonal method” which is adapted to a building domain characterized by
great volumes. However, this method has shown a reasonable accuracy only for simple rectangular
geometries.

Therefore, innovative and fast methods are needed to enable detailed simulation of buildings,
including 3-D heat/moisture transfer and airflow simulation, considering non-homogeneous distri-
bution of radiative boundary conditions.

4.2.3 Co-simulation

Co-simulation can be technically defined as a type of simulation where at least two simulation
tools - each one offering different numerical solutions to a physical or mathematical problem - jointly
solve differential-algebraic systems of equations, exchanging data while the coupling is active ([47],
(48], [49]).

Some examples of improvements in building analysis and life quality can be found in [10, 61, 64].
These improvements could be achieved with the help of a BPS tool when buildings and their systems
are treated as a complete optimized entity. It is a fact that the development team of a BPS tool needs
to have an in-depth knowledge of the software architecture, programming language, hardware sup-
port, modelling approaches and strategies, and due to the rapid innovations in building and system
technologies, to keep a BPS tool continuously updated is a hard task. In this context, co-simulation
can be an interesting alternative [11].

There are several co-simulation techniques and combination of methods such as the one-to-one
approach and the FMI standard. In the one-fo-one approach, a specific protocol regulates the ex-
change of data during run time. It can be considered as the most flexible approach and can support
any kind of numerical solution method [106]. For instance, an one-to-one coupling was adopted to
connect Domus to the commercial CFD tool ANSYS-CFX. The type of coupling used was the Ping-
Pong method [8], creating a weak coupling between the tools. The one-to-one approach requires a
specific implementation in each of the tools to be coupled. Such demands requires implementa-
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tion efforts over time to keep the compatibility between the tools. To overcome these limitations, an
open-source standard for coupled simulation, known as FMI Standard, was proposed by Modelisar
project in 2008. The use of the FMI standard provides greater scope for co-simulation between tools
that adopt the same standards such as EnergyPlus, Modelica Models and many others available at
https://fmi-standard.org.

As an interesting example of co-simulation, one can mention the work with multidimensional
effects, natural convection airflow, heterogeneous convective heat transfer coefficients presented in
[61]. It is shown how the zone temperature prediction can be highly improved in terms of accuracy
with the co-simulation between a BPS and a Computational Fluid Dynamics (CFD) tool. The re-
sults of a co-simulation of a triangular-prism-shaped attic model showed that a good improvement
in terms of accuracy can be achieved, although the technique presents as a drawback a high compu-
tational cost. In [64], a co-simulation was performed between a building simulation program and an
in-house reduced order model for simulating 2-D heat and moisture transfer through a porous wall.
Among other examples arising from the co-simulation in building physics, one can mention the one
presented in [39] that proposes a co-simulation to deal with the interactions among room airflow,
heat, ventilation and air conditioning (HVAC) systems and building envelope, within the outlooks of
management of systems. In [10], the reduction on emission of greenhouse gases and the substantial
improvements on health, comfort and productivity based on co-simulation between tools is men-
tioned. A more detailed review of co-simulation examples can be found in some recent works in the
frame of the IEA Annex 60 [47] as well as [9] and [91].

4.2.4 Machine Learning

Currently, with the growth of the capacity to obtain and store data, the opportunity and need
to work with data substantially rise. This availability of data calls for automated methods of data
analysis, which is precisely what machine learning provides. Machine learning can be defined as a
set of methods that can automatically detect patterns in data, and then use the uncovered patterns to
predict future data, or to perform other kinds of decision making under uncertainty [107]. There are
two main types of machine learning. The supervised and the unsupervised learning approaches. As
defined in [108], the former is characterized by the concept of teacher or supervisor, whose main task
is to provide the measure of prediction errors directly comparing with the output variables. In the
supervised scenario, the goal is training a generalised system that must work with the training and
test data set but also with samples never seen before. According to [108], the unsupervised approach
is based on the absence of any supervisor and, therefore, of absolute error measures. It is useful when
it is necessary to group a set of data according to their similarity.

Neural Network

One of the well known classical learning techniques is the Artificial Neural Network (ANN), that
was proposed for creating a computational learning procedure similar to the learning process of a
human brain. The main objective is the generalization of complex rules and mathematical routines,
learning the key information patterns within a multidimensional information domain. ANNs operate
like a “black-box” model, requiring no detailed information or property of what is inside the box [40].
There are two major types of neural networks, feedforward and recurrent (see [41] for a short char-
acterization of these two types of ANN). In the feedforward network, the input data goes through the
network in a one-way direction to generate an output result. A recurrent neural network (RNN), on
the other hand, has one or more cyclic path of synaptic connections. While the feedforward network
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has the ability to implement only static input-output mappings (functions), with recurrent neural
networks it is possible to implement dynamic systems. Another important feature of neural networks
is the presence of the activation functions. These functions are placed before each neuron and deter-
mine the activation of the neuron. The activation is dependent on the network input and threshold
value. There are several possibilities to choose activation functions and some of the most commons
are presented in [42].

The RNN is a class of ANN with the presence of cyclic connections in its neurons. This structure
provides to RNNs the characteristic of having memory, where the past input data can influence the
actual network output. There are two subtypes of RNN related to the training approach: supervised
and unsupervised training. In the supervised training, there is a presence of target data to guide the
training process, while, in the unsupervised one, there is no such target data.

As described in [43], neural network learning could be used as an universal function approxima-
tion. Moreover, adding more hidden neurons is equivalent to adding more basis functions. Other
parameters like the number of layers, the number of training samples, the length of learning period,
the choice of neuron activation functions, and the training algorithm could also affect the training
accuracy. Interested readers may refer to [42, 44] for a better comprehension on NN and RNN.

Machine Learning in building simulation

Machine learning can be applied in many areas like engineering, applied mathematics and com-
puter science. Some examples in the building simulation context are the works presented in [49] and
[91], where a BPS and a specialized tool are coupled through co-simulation and the data exchange
produced by this co-simulation was used to design a prediction model based on both RNN and Proper
Orthogonal Decomposition (POD). In both works, the results show great capacity of accurate predic-
tion of the physical phenomena. Other examples of applications in this field are presented in [40]
that used an ANN to learn how to predict the required heating load of buildings with the minimum of
input data. In order to forecast building energy consumption, in [45], a comparison between a simple
model based on ANN and a model based on physical principles as an auditing and predicting tool is
presented. More recently, in [46], a multidimensional model, very time-consuming, to calculate the
coupled heat, air, and moisture transfer through a building envelope is adopted. The data provided
by the analytical algorithm was then used to train a neural network model to predict temperature,
vapor pressure, and relative humidity profiles.

4.3 Methodology

To show the potential of the co-simulation for detailed analysis of thermal and energy perfor-
mance, this section first presents the radiation distribution model implemented in Domus to include
a more complete and accurate information of radiation as a boundary condition at the internal sur-
faces. Then, a detailed building model is described. The last part of the methodology presents
the necessary development for application of the co-simulation and intelligent co-simulation ap-
proaches in the detailed building model.

4.3.1 Radiation Model Improvements

As part of the development of this work, some improvements have also been done in the internal
radiation calculations in software Domus. In the previous formulation, all the radiation received by
the internal walls was distributed on the floor. Now, using the PxC technique, it is possible to identify
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precisely the sunlit area on each inner surface of the zone and accurately and rapidly include it into
the Domus wall energy balance. Another functionality improved is the use of the view factor numerical
calculation among all internal surfaces of the zone. Until now this information was only used to
calculate more accurately the long-wave radiative heat exchange among surfaces of the zone. These
modifications have been definitively included into Domus, bringing more accuracy to the simulation.
This section describes the equations implemented in Domus for the improvement of the radiation
model, however, only the information regarding direct, diffuse and reflected radiation is used in the
case study presented in this work, since the long-wave calculation is performed by the CFD tool itself,
which has a fast and accurate algorithm for long-wave radiation, based on the Discrete Transfer Model
[60].

The radiative heat fluxes implemented in Domus as part of the building envelope and internal
walls boundary conditions - considering the surfaces as diffuse and gray - are shown below.

First, the radiation absorbed by an external surface k, is given by:

qsw,k = qdirk * qdiff,k + qrefik- (4.1)

The direct solar radiation on external surfaces is calculated as:

Asunlit

A

ddir = cos@ailyir, (4.2)
where I;;, is the intensity of the beam radiation, Agy;;;, the sunlit area of the surface, A the surface
total area, 0, the solar beam incidence angle and, «, the surface absorptivity coefficient. The term
% cos(0) is obtained by the pixel counting technique and is valid only for 1-D analysis by Domus.
In the evaluation of radiation in a 3-D approach, as described in section 4.3.2, the value of A= Ag;,1i¢
for the sunny part of the surface and Agy,;;;+ = 0 elsewhere.

The diffuse radiation on an external surface k can be calculated as:

Nex[
aiffk= ). [(1+5j)VF,k—»j arlairf, 4.3)
)

where § is the reflectivity of the neighboring surface j and Vg ; is the view factor from surface k to
the neighboring surface j, N,y is the number of external surfaces that are considered.
When surrounding surfaces are not taking into account, Eq. (4.3) becomes:

(1+cos(Bg))

> akld,-ff, (4.4)

qdiff,k =

where fy is the k-surface tilt angle and 1, ¢ 7 is the intensity of the diffuse solar radiation.
The reflected short-wave radiation on an external surface k is evaluated as:

Next
Greflk =k Y, [5j(COS(9j)Idir +1air ) VEk—j | (4.5)

j=1
where 0 is the angle between the solar beam and the surface j normal vector (unitary).

Across non-opaque surface, the direct solar radiation is multiplied by the optical transmittance
(tg) that is a function of the type of the glazing system and the solar incidence angle (¢g) on the
translucent surface. The other radiative components - reflected and transmitted - are multiplied by
the optical transmittance for an incidence angle of 60°. In this way, we have:

dreflk
Arefl ks = Tg,0=6000 aj]: , (4.6)
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qdiff,k
qdiff,kr = Tg,0=60°Y 2R 4.7)
Qg
ddirkr =Tg(0) qdir’k, (4.8)
493

where 6 and y are the radiation filtering coefficients for diffuse and reflected transmitted radia-
tion, respectively.
For the internal surfaces, the radiation that hits the surface k is given by:

dk = 4qdirk T qdiff,k t drefl,k * ddrk (4.9)
Asunlit,k
Gairk == == cos(Or)TgakLair, (4.10)
k
Nes VEj—kAj@k(qaiff,jr+ drefi,jr)
qdiff,k = 2 ’ (4.11)
j=1 k
Nint A lit.i
drefre= Y Vij—k(l—- ak)% cos(@)Tgarlair, (4.12)
j=1 J
Nint p .
J
dark= Y, VF,j—»deiff,jakm VEj—kPj (4.13)
j=1 —Aj g

where Nj,; indicates the number of internal surfaces in the zone and Ng; represents the number of
internal glazing surfaces in the zone. The surface reflectivity p depends on the material properties
and can be defined as:

p=010-a), (4.14)

for opaque surfaces, while and for translucent surface is:
p=010-17-0a). (4.15)

The long-wave radiative heat flux (W/m?) for internal or external surfaces is calculated as [109]:

N,
qw = Y hrad—; Ty j» (4.16)
j=1

N,
qw,A= ) Pradgi—j» (4.17)

j=1

(T3k+r3,-)3
2

hrad.k—»j =40 . (4.18)

l—gk 1 ﬂ l—é‘j
( £k )+FFkaj+(Aj)( €j

where ¢ is the emittance of surface, o is the Stefan-Boltzmann constant (5.67 x 108 kgs‘gK 4, Tf is
the surface temperature [K] on the previous time-step. In order to improve the solution convergence
in Domus wall TDMA solver, the long-wave radiation is included into two parts, gy included in the
source term part of the equation and qrw,4 added to the main diagonal coefficient part. The same
Equation (4.16) is used to calculate the external long-wave radiative heat exchanges. However, in this
work, the focus is stricted to internal radiative heat exchanges.
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4.3.2 Detailed Building Model

The detailed building model presented as case study in this work comprises a two storey building
as illustrated in Figure 4.2. With approximately 723 m3 total volume, the building is composed by four
3-mm glazing windows, 1 wood door, a 20-mm tiled roof, 100-mm concrete walls, a 2 m x 4 m opening
between the two storeys with a 13-step ladder (2 m x 0.1 m x 0.3 m), as depicted in Figures 4.3 and
4.4.

KN

Figure 4.2: Isometric view of the case study in the SpaceClaim graphical interface.

7000mm

14 14000mm ~>‘

Figure 4.3: Details of case study building - west view.

Kl

1500mm

}4 10000mm b{

Figure 4.4: Details of case study building - south view.
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Table 4.1: Range of parameters used in simulation.

Material
Parameter
Air Roof Tile | Concrete Slab | Wood
Density (kgm_3) 1.200 2000 2200 720
Specific heat (Jkg~1K~1) 1007 920 1000 1255
Thermal conductivity Wm~1K~1) | 0.024 1.05 1.75 0.16

In the external environment of the building, complex shading elements are inserted, composed
of 2 trees near the northeast and northwest of the building (Figure 4.5), located in the southern hemi-
sphere. The aim is to evaluate the effect of natural convection, three-dimensional heat transfer, sun
patch on surfaces and also the effect of complex shadings, by means of a highly detailed simulation
with the state-of-the-art in terms of solver for building energy and thermal performance and radia-
tion calculation as a boundary condition on internal and external surfaces.

Figure 4.5: Case study with complex shadings in the Domus graphical interface.

For the CFD, an adaptive mesh is generated for the building geometry and, based on a grid conver-
gence index (GCI) calculation [28], with limitations imposed by the available computational capacity,
a mesh of 420 thousand nodes presents good mesh independent results, since a greater refinement
does not bring considerable difference in the results of the model. Special attention was given to the
refinement of the walls most affected by the sunlit, using a more refined mesh for them. This refine-
ment is important to improve the quality of the sunlit contour geometry for CFX. Further information
on the relationship of the mesh refinement with the contour condition is presented in the Section 4.4.
The thermal parameters of different materials used in the simulation are listed in Table 4.1 and Ta-
ble 4.2 for glass material. Simulations were performed using a computer equipped with Windows 8
64 bit and an Intel Core i7 4790 Processor with a four-core CPU at 3.6 GHz. The CFX used three cores
for the simulation. The co-simulation time step was set to 6 min, considerably low in order to bet-
ter represent the sunlit movement along the surfaces, since the sunlit will be updated at each step of
communication between the tools. The total horizon time of co-simulation was 2 weeks (14 days).

CFD Model Setup

The numerical solution method is defined as a high-resolution transient scheme that alternates
between the use of second-order and the first-order backward Euler scheme. The convergence crite-
rion is defined as a RMS of 1073, considered as a loose convergence criterion but sufficient to fulfill
the objective of this case study, as the building model represents mainly the natural convection phe-
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Table 4.2: Glass properties.

Glass properties

Absorption Coefficient mb 7.6
Electrical Conductivity (Sm™1) 10¢73
Density (kgm~3) 2200
Refractive Index ( -) 1.526
Scattering Coefficient m™1 0.1
Specific Heat Capacity (Jkg™'K~1) | 750
Thermal Conductivity Wm~Ik1) | 1

nomenon and there is no external air exchange or infiltration into the building. Focusing mainly
on the solution stability, it is adopted the k-Epsilon turbulence model, that is represented by the k-
equation (Equation (4.19)) and the e-equation (Equation (4.20)):

d(pk) o 0 Ury 0k
~or "o P ]k)__axj[(ﬂ+a_k)_axj]+Pk_P5, (4.19)
6(p£) 0
ot ax (pU] 6 [( Ug)ax]] k CElpk C€2p€)' (4.20)

As described in [60], in addition to the 1ndependent variables, the density p and the velocity vector
U are treated as known quantities from the Navier-Stokes method. Py is the production rate of turbu-
lence and the constants have the following values: C¢ = 1.44, C,» = 1.92. The Boussinesq hypothesis
is considered, applying the effect of gravity in the buoyancy term. For the boundary conditions, a
non-slip condition is imposed at solid surfaces with a third-type boundary condition. The time-step
in the CFX solver is set to 4 seconds, value empirically defined as the minimum required to ensure
complete convergence of CFD simulation.

Boundary Conditions

By means of the co-simulation, Domus provides all boundary conditions to CFX . Providing the
weather temperature, external convective heat transfer coefficient, direct, diffuse and reflected radi-
ation fluxes, and the sunlit contour on each internal and external surface of the building.

The initial temperature is T; = 20 °C. The convective heat transfer coefficients are set to h, =
23 W/(m2.K). The outside conditions represent a temperate climate of Curitiba, Brazil. The inside
temperature and relative humidity vary freely. Due to the extremely high computational cost, a two-
week simulation period was chosen. One week including the winter solstice in the southern hemi-
sphere, starting at June 21, and the other one on the summer solstice, starting at December 21. The
objective is to closely analyze the results on days 21 and 22 to verify the thermal-physical behavior.
The complete result of day 21 to 27 are used to evaluate the prediction model accuracy. Climatic data
of the two weeks, taken from the Domus database, are shown in Figures 4.6a - 4.6f.

Exploring the precision of the Pixel Counting technique implemented in Domus, it is possible to
obtain the shaded area of any complexity [87], which appears in Equations (4.2), (4.10) and (4.12). The
most challenging task of this work is to obtain the contour of the sunny area and transport it to CFX.
To perform this task, a 3-step process is devised and applied to each surface: once the PxC algorithm
finished the computation of the sunlit area, each pixel (stored in the framebuffer) of the surface under
analysis that lies in the sunlit area, is deprojected to the world coordinates and saved in a matrix of
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Figure 4.6: Outside conditions for temperature, relative humidity and solar radiation flux.
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coordinated points. Having the sunlit matrix of points complete, the second step consists of checking
which face elements of the CFD building mesh are coincident with the obtained points. In order to
carry out this second stage, software SALOME [110] is used by means of python scripts to locate the
mesh elements reached by each point and create a group with these face elements for each surface.
The third and last step occurs in CFX, where a modified version of the mesh is received, containing
the original mesh plus the new sunlit groups. By means of CEL (CFX Expression Language) the solar
beam radiation is applied only in the regions indicated by the sunlit groups, that logically induces
temperature gradients that evidence the multidimensional nature of heat transfer in buildings.

Figure 4.7 illustrates an example of complex shadowing over the case study building. In Figure
4.8a, it is shown the result of Domus PxC for the north facade projected with respect to the Sun point
of view. Note that it is necessary to perform a deprojection of each pixel in the sunlit area to the world
coordinates (where the original geometry is defined) and then extract the coordinate points (Figure
4.8b). The screen resolution setup for the Domus pixel counting method determines the number of
points to be exported. For this model, a value of 512 X 512 pixels is set following the lines exposed in
[87] where resolutions greater than 768 X 768 produce almost the same results. However, the size used
in the building mesh (defined in CFX model) is the main limiter of the precision in the final result.

Figure 4.7: Shadowing pattern example in the Domus interface.

(@ (b)

Figure 4.8: Domus projected shadowing over the north facade (a) and plot of the matrix with depro-
jected points (world coordinates) (b).

In second step performed in SALOME, some complications arise from the effect of pixellation and
deprojection. These phenomena generate small differences between the coordinates of the matrix
of sunlit points and the original geometry, not allowing a perfect match to locate the affected mesh
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elements. To solve this issue, some rotation, projection and translation operations are conditionally
used over the matrix of points to fit their position exactly over the original geometry of the building.
Figure 4.9a illustrates the final result of the second step, with the mesh elements selected in the
original mesh of the building. These elements are then assembled and inserted as a group of elements
in the building mesh.

0 1500 3.000 (m)
0.750 2250 ® 2

(b)

Figure 4.9: SALOME locating mesh faces based on coordinate points provided by Domus (a) and final
mesh version with sunlit (orange) group identified over the building geometry in CFX (b).

In the third step, performed in CFX, also by means of scripts, the combination of the group of
faces identified beforehand with the process of definition of boundary conditions is performed. In
this step, using CEL commands, the direct radiation supplied by Domus for each face is applied only
in the areas coincident with the elements of the mesh group that represents the sunlit area. Figure
4.9b illustrates the region of the mesh that receives solar beam radiation in this example. At this
stage, it is common to have aliasing and some deformations in the form of the sunlit, because the
results are dependent on the mesh refinement on the surface. Figures 4.10a and 4.10b illustrate a
complete example of solar beam incidence patch on the external and internal surfaces. One of the
most appealing feature of this approach is that the whole process is concentrated in Domus, with this
tool performing the entire process, invisible to the user.

The direct solar radiation calculated by Equations (4.2) and (4.10) when coupled to a 3-D heat
transfer code does not uniformly distribute the radiation over the whole surface. The direct solar
radiation is ratter concentrated only on the sunlit surface, which enables to predict more accurately
the 3-D heat transfer processes that occur in the building.

Model Ouputs

The outputs configured in the model consist of 12 fixed points inside the building (called sensors),
and the precise position of these points are indicated in Figure 4.11. Moreover, the coordinates of the
positions in relation to the origin of the building are presented in Table 4.3. The first option used for
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(a) (b)

Figure 4.10: Example of final result of sunlit projection (in orange color) on external surfaces (a) and
on internal surfaces (b) of the building.

the sensors was to use a small copper sphere of 1 mm radius. However, this option produced a very
fine air mesh, consequently making the simulation much slower. The final option was to get the data
directly from the mesh elements where the sensors are arranged. The data collected on these sensors
are air temperature and velocity. In addition, the airflow between the two zones is also collected with
the objective of evaluating the convective heat exchanged between the two zones.

Figure 4.11: Sensors position within the building model.

4.3.3 Co-simulation Domus-CFX

There are several co-simulation approaches such as the one-to-one, middleware or a standard
interface such the Functional Mock-up Interface (FMI) ([50]). The one-to-one and FMI approaches
are implemented in the Domus simulation program to enable its coupling with other models and tools.
For the co-simulation between Domus and CFX, the one-to-one coupling based on scripts is used.
More information about co-simulation in Domus can be obtained in [49, 61]. Domus has been chosen
as the BPS tool due to the full understanding and access to the source code by the authors. Moreover,
currently, only Domus has the pixel counting technique available for insulation calculation.

Previously described in [61], Figure 4.12 illustrates the communication between Domus and CFX,
where Domus is the master of the simulation. At the initial stage, the building envelope thermophys-
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Table 4.3: Positions of the sensors with respect to the coordinate system of the building.

Sensor Position
X[mm] | Y[mm] | Z[mm]

1 1600 3700 1600
2 1600 3700 8400
3 12400 3700 1600
4 12400 3700 8400
5 1600 2500 1600
6 1600 2500 8400
7 12400 2500 1600
8 12400 2500 8400
9 12400 1100 8400
10 12400 1100 1600
11 1600 1100 8400
12 1600 1100 1600

ical properties (p, ¢, 1) and the boundary conditions are informed to CFX. The latter computes a
steady-state simulation step as initial conditions.

The boundary conditions for the 3-D building model consist of 38 input variables, provided by
Domus. The common information used in the entire building are the external weather temperature
(T,), the outside convective heat transfer coefficients (%,) and the external and internal heat fluxes
(ge,qgi). An additional information presented in this work for boundary conditions is the sunlit for all
the internal and external surfaces. At each time step, Domus provides the outside and inside boundary
conditions (Te,qe,qi he, Asuniir) for each surface to CFX.

The CFX simulates the whole 3-D building model, considering the natural convection in the air
domain and the 3-D diffusive heat transfer in all solid parts. After a successful run, CFX returns to
Domus the spatially averaged surface temperature (T5) of all building internal surfaces that have been
considered in the Domus-CFX coupling.

Domus Te,gisgeshe — CFX
(P e, A)

Steady State

\/
FX
Domus T} .qi.qk b c
Transient
< TS
; v

Figure 4.12: Co-simulation scheme between Domus and CFX.
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The CFD coupled model receives non-uniform boundary conditions during the run time period
of simulation. This coupling requires the pre-definition of a template of the target geometry, as well as
the setup of the mesh by the user. The information transmitted to the CFD tool, such as air tempera-
ture, incident radiation flux and convective heat transfer coefficients, are from the previous time-step
simulation.

Intelligent co-simulation approach

The intelligent co-simulation approach was first proposed in [61], and later improved versions
were detailed in [91], considering Domus, as a building performance simulation tool, and CFX as a
CFD specialized software. As described in [61, 91] there is a significant computational effort involved
in the co-simulation approach. Therefore, the idea of intelligent co-simulation is to have a machine
learning model that can stop the communication between the two programs and replace one of them.
The intelligent co-simulation is composed of two phases: i) the training phase and ii) the prediction
phase. Thus, as soon the prediction model is trained, CFX is disconnected from the co-simulation
and Domus performs the rest of the simulation using the prediction model, being much faster to
simulate with a low impact on the accuracy of results. An important improvement in the intelligent
co-simulationtechnique was presented in [91], based on the definition of the training climate in order
to build a robust and accurate prediction model. In its original version, the intelligent co-simulation
used the first days of the simulation period to perform the training. In the second intelligent co-
simulation publication, a new strategy was used to specify periods of training, using a set with the
hottest and coldest days of the year. A second version of this training period was presented based on
the temperatures and radiation fluxes for the definition of the hottest days, creating a training climate
considering the equivalent outside temperature:

Tod = Te + 2, (4.21)

which is calculated for the whole climate of the case study. The hottest and coldest days are selected,
based on a daily-averaged computation. Then, the training climate sequence is built adding the other
hottest days according to the order defined in Figure 4.13. The same procedure is adopted for the
coldest days. This sequence enables to simulate the problem for the hottest days increase and coldest
decrease of temperature, respectively. The equivalent outside temperature is not used as boundary
conditions for the training phase, only to select the days to be used in the training phase. The in-
telligent co-simulation with the improved training climate is used in the case study presented in this
section and the results are presented in the next section. Based on previous experiences with this
technique, a training period of 6 days has been chosen and presented in Figure 4.14.

The training of the prediction model uses two different approaches. The first one with all input
variables included in Domus-CFX co-simulation to feed the prediction model. This approach tends to
bring larger neural networks, with more neurons and consequently slower training and execution. On
the other hand, have access to all contour conditions data that influenced the behavior of the building
thermal zone. The second approach limits the number of training inputs to 8, a concept used in ma-
chine learning that is better to select the input data in smaller but more influential groups. Therefore,
when selecting a smaller number of inputs, it is expected to achieve better prediction results than in
the first approach. The criterion to select the inputs is the proximity to the sensors, then selecting
the boundary conditions that affect the surfaces closest to the target sensor. To enable the previously
defined approaches, it was chosen to perform the training of a neural network one-per-target, with
the sensors and mass airflow in the region between zones being the targets to be analyzed.
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Figure 4.13: Definition of the improved training climate for the hottest days.
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Figure 4.14: Variation of the outside equivalent temperature for a 6-day training period.

4.4 Results

This section is divided into three parts. The first one provides results according to the radiation
distribution model presented in Section 4.3.1. Then, in Section 4.4.2 detailed results are presented
in terms of three-dimensional profiles of temperature and air velocity, inter-zone airflow and virtual
sensors. As the co-simulation run time is prohibitive, Section 4.4.3 shows how the intelligent co-
simulation approach enables to get accurately most of the details of a 3-D advanced simulation in a
short period of time.

4.4.1 Radiation Distribution

The results presented in what follows show the data obtained from the improvements obtained
in the internal radiation calculations in Domus. Instead of accumulating the radiation only on the
floor, as commonly done by BPS tools, the direct radiation is distributed on each wall according to
the sunlit area. Figures 4.15 and 4.16 present the results of direct, diffuse, diffuse reflected and direct
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reflected radiation values on each internal surface of the present case study if they would be used in
1-D simulation.
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Figure 4.15: Internal solar radiation flux on the floor (a) and on the ceiling (b).

As detailed in Section 4.3.1, the radiation fractions are calculated by Domus. The direct solar radi-
ation is obtained from the PxC calculation, that provides the sunlit area on each surface. Domus cal-
culates the internal distribution of diffuse and reflected radiations as a function of solar beam vector
(unitary) and the view factor among all internal surfaces. Figure 4.17 shows the total of radiation
values that occurred within the zone for each type of radiation flux and, as a comparison, Figure 4.18
shows the sum of all the radiation fluxes, which is the value commonly used as radiative boundary
condition in classical models by placing them only on the floor.

Figures 4.19-4.21 present the radiation values applied as boundary conditions of the 3-D detailed
model, whose thermal results are presented in Section 4.4.2. As one can expect, by comparing Fig-
ures 4.19-4.21 with Figures 4.15-4.17, high differences in temperature fields can be noticed. This dif-
ference is attributed to the fact that all direct incident radiation - for the 3-D model - is distributed
only on the area affected by the sunlit, and not uniformly over the whole surface area as done by 1-
D models that can account for the solar beam radiation data distributed in different surfaces of the
building enclosure. Since in the present case study that has relatively small windows, the sunlit areas
are small. As a consequence, the effect of the simplification for 1-D models, distributing the radiation
over the whole surfaces, can be considerably remarkable by creating important instantaneous tem-
perature gradients, promoting surface heat fluxes and inducing higher air velocities near the concen-
trated sunny region. For the co-simulation between Domus and CFX, the direct radiation values used
are shown in Figures 4.19-4.21, which correspond to values applied only on the sunlit areas, thus gen-
erating more important 3-D effects. The other radiation fluxes (diffuse, reflected and direct reflected)
are distributed over the entire surface, in the same way as occurs in the classic Domus model.
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Figure 4.16: Internal solar radiation flux on different walls.
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Figure 4.17: Total internal solar radiation flux.
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Figure 4.18: Accumulated solar radiation fluxes on all surfaces.
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Figure 4.19: Solar radiation flux on the floor sunlit area.

4.4.2 Detailed Building Simulation

In order to explore the air temperature and velocity behaviors within the building space, major
advantage of the physical simulation in three dimensions, the virtual no-mass sensors are the most
detailed items in this section. Aiming to provide better visualization, the results of the sensors are
grouped with respect to both Z and X coordinates, with each figure having sensors that only vary
according to the vertical Y coordinate. Figure 4.22a shows the average air temperature regarding
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Figure 4.20: Solar radiation flux on east wall sunlit area.
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Figure 4.21: Solar radiation flux on west wall sunlit area.

sensors 1, 5 and 9, while Figure 4.22b shows the average air temperature for sensors 2, 6 and 10 on
21st and 22nd of June. The same can be observed in Figures 4.37 and 4.23b on 21st and 22nd of
December.

The temperature results on sensors 3, 7 and 11 and sensors 4, 8 and 12 are shown in Figures 4.24a
and 4.24b for the period of June 21-22, while in Figures 4.39 and 4.25b for the period of December
21-22. The solutions presented a maximum difference of 9.8°C between sensors 2 and 12 at around 13
pm of the day 20 of June. The mean value and the standard deviation among all sensors are presented
in Figure 4.26, where it is possible to observe considerable differences between the results. Based on
the overall results, it is possible to verify greater differences in temperatures occurring near the roof,
especially in the hottest periods of the day, under the effect of a higher incidence of solar radiation on
the roof surface.

Following the same logic of sensors grouping, Figures 4.27a and 4.27b present the averaged ve-
locity obtained for sensors 1, 5 and 9 and 2, 6 and 10 for the winter period and Figures 4.28a and

84



Results

g h = ~+- - Sensor 1 T e

~ o Sowor 1 - - = Sensor 6
25F . Sensor 10 -

Air avg

Temperature (°C)
Temperature (°C)

10 20 30 40 10 20 30 40
Time (h) Time (h)

(@) (b)

Figure 4.22: Averaged air temperature with respect to the values obtained for sensors 1, 5 and 9 (a)
and sensors 2, 6 and 10 (b), on 21st and 22nd of June.
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Figure 4.23: Averaged air temperature with respect to the values obtained by virtual sensors 1, 5 and
9 (a) and virtual sensors 2, 6 and 10 (b), 21st and 22nd December.
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Figure 4.24: Averaged air temperature with respect to the values for sensors 3, 7 and 11 (a) and sensors
4,8 and 12 (b), on 21st and 22nd of June.
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Figure 4.25: Averaged air temperature with respect to the values for sensors 3, 7and 11 (a) and sensors
4,8and 12 (b), on 21st and 22nd of December.
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Figure 4.26: Mean sensor temperature and standard deviation values, on 21 and 22 of June(a) and on
21st and 22nd of December(b).

4.28b for the summer days.

The velocity results obtained on sensors 3, 7 and 11 as well as on sensors 4, 8 and 12 are shown in
Figures 4.29a and 4.29b for June 21-22 and, in Figures 4.30a and 4.30b for December 21-22. It is pos-
sible to observe that higher velocity values occur also closer to the roof due to the high temperature
in the region. Furthermore, a considerable difference can be observed on the Z-axis between sensors
1 and 2 in comparison to sensors 3 and 4, which is mainly attributed to the effect of air circulation
induced by the ladder opening.

Normally, a simulation user would consider no interactions between the two zones and would
simulate as one-zone building, which can be a good hypothesis, especially due to the difficulties on
modeling the interactions between thermal zones connected by an opening as the one shown for the
ladder way. However, in some cases, it is essential to compute the heat and moisture transfer process
through the opening for assessing energy performance. In this way, to better illustrate the potential
of the present approach, this chapter presents, in Figure 4.31, the airflow computed by the CFD tool,
as well as the conduction and convection loads between the two zones (Figure 4.32). The only way
to more generically predict the airflow is by means of CFD codes, which are normally not done due
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Figure 4.27: Mean air velocity at the position of sensors 1, 5 and 9 (a) and sensors 2, 6 and 10 (b), on
21st and 22nd of June.
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Figure 4.28: Mean air velocity at the position of sensors 1, 5 and 9 (a) and sensors 2, 6 and 10 (b), on
21st and 22nd of December.

to the prohibitive simulation cost. As one can observe in Figure 4.31, the airflow varies significantly
along the day and a constant value, which is normally used by BPS tools, makes absolutely no sense.
The magnitude of this airflow could be greatly magnified if a heater or a fan had been considered. It
is also possible to observe considerable temperature differences within the building space at specific
hours, as observed in Figure 4.34c, where a difference of approximately 23°C can be noticed in the
indoor space.

In Figure 4.33, it is possible to observe the effect of sunlit over the velocity field, showing higher
velocities close to the regions where the beam hits the surface. The zoom illustrated by Figure 4.33b
provides additional evidence about the importance of a detailed radiation model showing the spot
where the solar beam hits the wall and causes a temperature rise. In Figure 4.33b, we can also see
details on the mesh generated during the process of locating the sunny face elements.

Figures 4.34 and 4.35 additionally illustrate the important multidimensional effect caused by the
incidence of solar beam on both floor and east wall surfaces, inducing a considerable influence on the
buoyancy-driven flows within the room, modeled according to the Boussinesq approximation. These
figures present a view of the floor, north and east wall surfaces between 13:30h and 17h on June 21st.
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Figure 4.29: Mean air velocity at the position of sensors 3, 7 and 11 (a) and by virtual sensors 4, 8 and
12 (b), on 21st and 22nd of June.
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Figure 4.30: Mean air velocity at the position of sensors 3, 7 and 11 (a) and sensors 4, 8 and 12 (b), on
21st and 22nd of December.

In those figures, on the left side, the sunlit incident area on the surfaces is shown, in orange color, as
well as the description of the amount of solar radiation that hits those areas (upper left corner of each
figure). In Figures 4.34e and 4.34g, for example, it is noted the presence of small spaces within the
sunlit area, which are caused by the leaves of the tree used as a shading element. It is important to
remark that the accuracy of the sunlit area definition is directly associated to the mesh refinement. In
the right column of Figures 4.34 and 4.35, the temperature field on the surfaces is shown. It is possible
to observe clearly the increase of the temperature in the regions directly affected by the solar beam,
showing, in some cases, temperature differences greater than 5°C. The unsteady solar-spot effect,
moving over the surfaces can also be visualized by the transient temperature distribution over the
surface.

The entire 14-day simulation period took approximately 1200 hours of computation (50 days). An
average time of 18 minutes per time step is consumed by CFX, while 30 seconds by the other elements
involved in the coupling process such as the generation of the sunlit data that consumes itself about
20 seconds per time step. Obviously, the sunlit data is only generated when direct radiation is not
null. Another important detail is that the procedure of locating the sunlit on surfaces with solar ra-
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Figure 4.31: Mass airflow at the opening, on 21st and 22nd of June(a) and on 21st and 22nd of Decem-
ber(b)
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Figure 4.32: Contour plots of the air local range temperature, overlaid by the velocity vector field,
calculated at a vertical plane 1 m from the west wall, on December 21st.

diation incidence close to 100% of the surface area is not done; in this case, all the direct radiation is
distributed over the entire surface. There are still possibilities to optimize the sunlit generation proce-
dure, using faster tools for mesh editing and sunny face elements definition or even using SALOME tool
as a service associated with the BPS tool, without having to initialize and execute the tool every time
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Figure 4.33: Contour plots of the east wall local range temperature, at 14h30 of the day 21 of June,
overlaid by the velocity vector field calculated at a vertical plane 1 cm from the east wall (a), zoom in
the left corner showing the sunlit mesh (b).

step, which can save considerable time in long-period simulations.

4.4.3 Intelligent Co-Simulation

The generation of prediction models has been performed for sensors 1 and 7. The objective was
to capture information from different positions within the building and thus to cover the different
situations provoked by the multidimensional effects of heat transfer and airflow on the values of tem-
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Figure 4.34: Contour plots of the surface local range temperature, 13:30h to 15h on June 21st.
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perature and air velocity.

The results presented in this section comes out from three different approaches: i) Domus-CFX co-
simulation as the reference result; ii) RNN prediction model trained by using the first 2-days (RNN-
FD) obtained from the co-simulation data, as adopted in Chapter 2; iii) RNN prediction model trained
by using a representative climate (RNN-RC) as described in Section 4.3.3. This section actually aims at
comparing the predictive capability of the two RNN-based models for periods not used in the training
process and at estimating the possibility to use those prediction models in one-year-long simulation
of a building as complex as the one presented in Section 4.3.2.

Figure 4.36a shows the temperature evolution captured by Sensor 1 in the winter period (June,
21-25). It is possible to observe the RNN-FD model shows smaller errors in the first two-day period,
exactly the same used for model training. Regarding the following days (3-5), Figure 4.36b presents
the RMS errors, showing the RNN-FD presents higher values than those obtained by the RNN-RC
model. This behavior is expected since the RNN-RC model was trained with values that cover a larger
spectrum among the situations that may occur in the climate chosen. Consequently, the RNN-RC
model tends to be able to predict more accurately a full-year simulation. The prediction results and
RMS errors for the summer period (December, 21-25) are presented in Figures 4.37a and 4.37b, show-
ing a similar behaviour than the one presented for the winter period, i.e., better results appear for the
RNN-FD only for the first two days.
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Figure 4.36: Air temperature and RNN prediction for sensor 1 (a) and temperature prediction RMS
error (b), in the winter period.

Figures 4.38 and 4.39 present the same as Figure 4.36, but for sensor 7. Comparing with the
prediction results of sensor 1, one can observe that the RNN-FD results show a larger error out the
period used for training, and a higher temperature drop than that occurred in sensor 1 can be noticed.
For RNN-RC, the error remains in the order @ (10~!) because it has included lower temperatures for
the training process.

Following the same conditions used in temperature prediction, Figures 4.42 and 4.43 present the
prediction of air velocity relatively to the position of sensors 1 and 7, using the same three approaches.
For this physical variable, the prediction is more complex, showing higher errors for both prediction
approaches, when compared to temperature prediction errors. The training process used the instan-
taneous velocity variation as a target, which may present abrupt variations during the simulation.
Even so, the results show the prediction model can estimate trends of air velocity variation along the
day, with very satisfactory approximations at certain moments.
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Figure 4.37: Air temperature and RNN prediction for sensor 1 (a) and temperature prediction RMS
error (b), in the summer period.
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Figure 4.38: Air temperature and RNN prediction for sensor 7 (a) and temperature prediction RMS
error (b), in the winter period.

The RNN used in the intelligent co-simulation approach managed to predict satisfactorily the
airflow (See Figures 4.44 and 4.45), to be used very rapidly in annual simulations, even varying the
external boundary conditions, i.e., simulating the same building for other climates. The models built
to predict the mass airflow were trained by using the representative climate.

The computational time for the 14-day simulation using the RNNs model is of the order of sec-
onds, i.e., a way faster than the detailed Domus-CFX model. Once trained, the prediction model can
be stored to further usage. The training phase generated 8 RNNs, one for each sensor and type of
training. All with only one hidden layer and number of nodes ranging between 1 and 9, the networks
to predict the air velocity tended to form networks with fewer nodes in the hidden layer. With the
purpose of aiding reproducibility, some weights calculated for the generated networks are detailed
in Tables 4.4 to 4.6. These weights are the information received from Matlab by Domus, enabling
Domus to use the generated prediction model. For the cases of neural networks presented in Tables
4.4 to 4.6 the number of nodes in the hidden layer is 3, 1 and 2, respectively. The inputs defined for

the training phase are the climate temperature and 2 radiation data that hit the wall closer to the
evaluated sensor.
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Figure 4.39: Air temperature and RNN prediction for sensor 7 (a) and temperature prediction RMS
error (b), in the summer period.
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Figure 4.43: Velocity and RNN prediction for sensor 7 (a) and prediction RMS error (b), in the summer
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Table 4.4: Table of weights calculated for the RNN-FD model to predict temperature in sensor-1

Weights between layers

Context to hidden layer

9.8424804e-02
-3.1092913e-01
-4.2154849e-02

-9.1713454e-01
6.8724874e-01
-2.6310232e-01

-2.7010306e+00
-8.9506219e-01
5.6920730e-01

-1.7010766e-01
-4.9102203e-02
6.9145474e-03

Hidden to output layer

-7.7256000e-01

2.8537324e+00

8.1714411e-01

-2.9118199e-01

Input to hidden layer

1.6294683e+00
5.4253699¢-01

-7.2087459¢-02
-2.6040597e-02
2.2085181e-02

-1.4259023e-01
-3.9985888e-02
-8.5153771e-03

0.0000000e+00
0.0000000e+00
0.0000000e+00

3.3668291e-01

Table 4.5: Table of weights calculated for the RNN-RC model to predict temperature in sensor-1

Weights between layers
Context to hidden layer | 9.8624231e-01  -2.1228470e-02
Hidden to output layer | -2.8862003e+00 -3.5307469e-01
Input to hidden layer -7.5339910e-03  -3.4474396e-03  -1.5657778e-02  0.0000000e+00

4.5 Conclusions

An artificial intelligence based method to bring CFD to building simulation, called intelligent co-
simulation, has been proposed in [61]. The method is based on the use of a machine learning model
aiming at reducing the computational effort demanded by complex models. Latter, deeper explo-
ration of this method was performed in [91], proposing representative climates in a pre-simulation
training period, using artificially created climates to reduce training time. However, one of the issues
that remained to be investigated was about the capability to represent the physical models that can
be achieved using the intelligent co-simulation technique. This technique achieved predictions with
low errors in 2-D and 3-D models, for restricted environments such as an attic.

This chapter proposed to raise to a new level the complexity of the case study, focusing mainly
on the boundary conditions. Using a two-storey building with an approximate 723 m3 total volume,
innovative non-homogeneous radiative boundary conditions were applied in terms of realistic rep-
resentation of the physics, locating the solar radiation in all internal and external surfaces, with great
precision in the sunlit area thanks to the use of a pixel counting technique and a generic view factor
algorithm. Such detailing in the sunlit boundary conditions is not performed in BPS tools of the cur-
rent generation due to a series of reasons explained in this work. To improve the treatment of radia-
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Table 4.6: Table of weights calculated for the RNN-RC model to predict temperature in sensor-7

Weights between layers
5.8690339e-01  -1.9596946e+00 -3.3550842e-01
-3.3454847e-01  -5.9639635e-01  -2.8481204e-01
Hidden to outputlayer | 2.0247697e+00  -2.4506445e+00 -2.0319824e-01
-2.0459216e-01  -7.7865198e-02  -2.8293448e-01  0.0000000e+00
-1.7226308e-01  -6.4473632e-02  -2.3900859e-01  0.0000000e+00

Context to hidden layer

Input to hidden layer

tive boundary conditions, a new formulation to represent the incidence and reflections of radiation in
building enclosures has been proposed along with calculation of sunlit to make the simulations more
realistic, providing accurate boundary conditions to the co-simulation tool (CFX). The new radiation
model has been implemented in the master co-simulation tool (Domus).

The results were presented in terms of 12 virtual sensors that captured temperature and air ve-
locity at different points within a two-zone building. The mean air temperature and mass airflow
between the two zones have also been calculated. These results showed considerable differences in
temperature and air velocity within the same environment, reaching temperature differences close to
10°C between sensors.

When applying the intelligent co-simulation technique, the results have shown high predictive
capacity of the physical behavior, despite the complexity of the case study, with average errors around
4.5% in the winter period and 5% in summer period for temperature captured in sensor 1, for example.
It is expected that the prediction model will be able to overcome in accuracy the current BPS tools with
simplified mathematical models. A representative climate was created artificially only to perform the
training of prediction models more efficiently. It was also defined two training approaches of the
prediction model, using the first 2-days of the co-simulation results and a second approach using the
representative climate. The results showed that despite the limitations imposed, the representative
climate achieved better results than the one that uses the first days of simulation, which reflect in a
better capability to predict a whole year simulation.

As the results are considerably promising, showing an alternative to bring 3-D CFD computation
to building performance assessment, further investigation should be stimulated by the use of the
intelligent co-simulation approach considering other aspects such as: combined heat and moisture
transfer; natural ventilation; HVAC systems and components and photovoltaic (PV) systems among
others; Such evolution could be seen as a perspective of the next generation of building simulation
tools. Regarding the learning and prediction parts, new challenges are expected in the calibration of
prediction models because much more complex and slow physical phenomena will be involved.
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Conclusion

The main contribution of this work is the development of a new co-simulation method to bring
advanced physics to the building simulation tools. Building energy simulation programs usually
present simplified mathematical models, such as lumped models for calculating room air temper-
atures, which might create considerable differences in the representation of physical phenomena.
A first proposition in this work is to link specialized physical simulation tools and building simula-
tion tools through co-simulation in order to extend their capabilities and to perform accurate whole-
building energy simulations. It also shown that using co-simulation to obtain more accurate results
is not a simple task, mainly due to the high computational cost. For the case studies presented in
this work, the CPU time was greatly increased, in order of 45000 times, which makes the use of un-
steady CFD simulation not affordable in the field of building performance analysis, at least for the
computational capacity of the computers available nowadays. To provide a solution to the drawback
associated to the high computational cost of detailed complex models such as unsteady CFD simula-
tion, this work introduced a strategy - called intelligent co-simulation -, which consists of construct-
ing a new model, called prediction model, capable to provide results, as close as possible to the ones
provided by the complex model, with a much lower computer run time. Once the model is trained,
the accurate model can be used for yearly simulation, running even faster than the simplified purely
lumped model. In terms of accuracy, comparing the results of the standalone lumped model with
the intelligent co-simulation model, the prediction model reached RMS errors up to one thousand
percent smaller than those presented by the lumped model in relation to the CFD simulation result.
Therefore, those presented results may highlight that this innovative strategy is very promising to
accurately bring advanced physics to building simulation tools.

Also presented in this work, a deep investigation of two prediction techniques was performed -
recurrent neural networks (RNN) and proper orthogonal decomposition (POD) reduction method -,
whose main goal was reduce the training time period and to improve the accuracy. With the definition
of a training climate, it was possible to require a shorter training phase (around 2 days for a total
horizon simulation of 1 year), for example.

In the last part of this work, a case study created by adding complex physical events involved in
the simulation of buildings such as: multidimensional heat transfer, complex shading elements, in-
ternal and between zones airflow, spatially variable convective heat transfer coefficients calculated
according to realistic boundary conditions, in special, the accurate sunlit area over internal and ex-
ternal surfaces. At the end, the prediction technique, was applied to this complex case study to finally
demonstrate the high potential of the intelligent co-simulation approach.

In addition as a possible further work, other neural network structures and new training models
must be studied to reduce the training time period. Where the machine learning technique can be
applied to the same geometry but for different climates, carrying out a procedure called adaptation of
the neural network that will accumulate all the training performed. It is of great value for the building
simulation field to achieve a prediction model that has generic operation for any climate. Another
important subject is to develop and implement the co-simulation technique between the Domus pro-
gram and CFD code with support for three-dimensional heat, air and humidity transfer model (HAM),
and apply the intelligent co-simulation for the humidity problem, which can be considered a great
challenge since the physical behavior is considerable different from that presented by the thermal
analysis only.
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